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Preface

We feel greatly privileged to present the conference proceedings of the First
International Symposium on Computer Vision and Machine Intelligence in Medical
Image Analysis (ISCMM 2019) which was successfully held during February 26–
27, 2019, in conjunction with the 2019 Second International Conference on
Advanced Computational and Communication Paradigms (ICACCP) at Sikkim
Manipal Institute of Technology, Sikkim, India.

Recently, visual computing-based analysis and inference have strengthened the
medical field and are becoming an integral component to the community of medical
practitioners. Embedded biomedical system performs a variety of task, starting from
simple data acquisition and its display to various preprocessing tasks, such as noise
rejection, and feature extraction followed by some complex decision-making pro-
cesses based on sophisticated machine learning paradigms, helping out medical
practitioners for effective treatment. Recent trends are dominantly found to be
gravitated toward quantitative interpretation through computer methodologies.
Algorithms, developed by scientists all over the globe, are gaining acceptance by
the medical communities in the field of various disease diagnoses. However, as
human lives are precious, we believe such medical image analysis algorithms
should be carefully designed and tested and, therefore, need extra attention.
Features should be very carefully chosen. It might so happen that benign diseases
can mimic the behavior of malignant diseases or malignancies may sometimes
exhibit characteristics of benign pattern, which could be misleading and fatal.
Handling the possibilities is challenging. We, therefore, strongly believe that a
common platform is badly needed in this area for large-scale discussion and
interactions. The present conference is an attempt toward fulfilling this goal.

Scientists, engineers and clinicians exhibited keen interest and submitted papers
in this conference on medical image processing. There were totally 55 papers
submitted in the symposium from which 19 papers were accepted after strict
scrutiny and out of which 15 papers were registered for oral presentation. The blind
review process was initiated by assigning a minimum of three expert reviewers. The
credit goes to the technical program committee for extending their support to
arrange for the review process and making it complete within the notified time.
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We also thank the local organizing committee for different conference-related
activities. We believe without their active support the conference would not have
been a success. Finally, we thank Springer publishing house for agreeing to publish
the proceedings of our conference. We also thank the Medical Council of India and
North Eastern Council for sponsoring the conference in various ways and, in
particular, for their financial support in making the symposium possible.

Sikkim, India Mousumi Gupta
February 2019 Debanjan Konar

Siddhartha Bhattacharyya
Sambhunath Biswas
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A Novel Method for Pneumonia
Diagnosis from Chest X-Ray Images
Using Deep Residual Learning with
Separable Convolutional Networks

Rahul Sarkar, Animesh Hazra, Koulick Sadhu and Preetam Ghosh

Abstract Pneumonia is an infection that inflames the air sacs in one or both lungs.
The air sacsmay fill with fluid or pus, causing coughwith phlegm or pus, fever, chills,
and difficulty in breathing. Pneumonia can be caused by a variety of organisms such as
bacteria, viruses, and fungi. Apart from causing difficulty in respiration, pneumonia
can cause other complications such as bacteremia, lung abscess, and pleural effusion,
among countless others. This paper presents a novel automated method for efficient
and accurate pneumonia diagnosis from chest X-ray(CXR) images. Also, this model
utilizes an efficient technique for noise reduction using bilateral filtering for edge
preservation andoptimumenhancement of the images using contrast-limited adaptive
histogramequalization(CLAHE) to aid the detectionof pneumonia clouds in theCXR
images. The proposed model explores the benefits of deep residual learning along
with separable convolution algorithm to achieve a classification accuracy of 98.82%
and AUROC score of 0.99726 for diagnosing the disease. For cross-validation of
the model, gradient-weighted class activation map(Grad-CAM) and saliency map
visualization are used as a measure to verify the performance of the model along
with localization of the affected regions in the CXR images.

Keywords Bilateral filtering · CLAHE · Global average pooling · Grad-CAM ·
Residual learning · Saliency mapping · Separable convolution · Vanishing gradient
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2 R. Sarkar et al.

1 Introduction

Pneumonia remains the leading cause of death by infection among children under 5,
accounting for about 2400 lives a day. Pneumonia alone accounted for about 16% of
the 5.6 million deaths under the age of 5, killing around 880,000 children in 2016.
Most of its victims were less than 2 years old [1]. Therefore, early detection of
pneumonia is very important to avoid complications caused by the disease.

This project introduces a model which achieved an accuracy of 98.288% along
with an AUC score of 0.9972 in diagnosing Pneumonia from CXR images. The
proposed model can be found at https://github.com/RahulSkr/pneumoniaDetection.

The proposed methodology involves image denoising and enhancement using
bilateral filtering and CLAHE algorithms, respectively, followed by resizing of the
images as per the model input. Preprocessing of the images using the aforesaid
algorithms with optimal parameters caused an increase in the validation accuracy of
the model from 97.945 to 98.288%.

The chest X-ray dataset used here was available at Mendeley Data [2]. The model
developed in this study utilizes the aforementioned dataset using the intuitions behind
deep residual learning [3] alongside separable convolution algorithm [4]. The deep
residual learning algorithm considerably reduces the problem of vanishing gradient,
thereby avoiding stagnation in the learning phase of themodel. Depth-wise separable
convolution algorithm used in the proposed model greatly reduces the computation
time as compared to the normal convolution algorithm.

In this study, validation of the proposed model’s performance is done not only
through the standard performance metrics but also its prediction ability is tested by
visualizing the gradient weighted class activation map of the last convolution layer
and the saliency map of the prediction layer. This method not only helps to validate
the model, but also localizes the affected regions in the lungs to aid the diagnosis
and following treatment.

The rest of the paper is organized as follows: Sect. 2 provides a brief overview
of the literature survey that was performed prior to developing the model. Section
3 discusses the proposed methodology in details. Section 4 showcases the results
and discussions to support the approach and finally Sect. 5 concludes the work along
with its possible future scope.

2 Literature Survey

In this study, initially a survey work regarding the various techniques used for the
model development was carried out, followed by a review of the previous works on
pneumonia diagnosis using chest X-ray images. In this section, the summaries of
some of the diagnosis techniques are presented in a nutshell.

Oliveira et al. [5] in their paper proposed a model named Pneumo-CAD, which
uses a computer-aided diagnostic scheme over a wavelet transform. They present

https://github.com/RahulSkr/pneumoniaDetection
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Table 1 Summary of some of the existing statistical models used to detect pneumonia in CXR
images

Authors Year Employed methodology AUC score

Oliveira et al. [5] 2007 CAD and wavelet transform 0.9700

Sharma et al. [6] 2017 Otsu thresholding –

Rajpurkar et al. [7]a 2017 Deep learning 0.7680

Our methodology – Deep separable residual learning 0.9972
aPerformed on the ChestX-ray14 dataset

two distinct methodologies in their work, both of which obtained best performances
with Haar wavelet.

In 2017, Sharma et al. [6] used Otsu thresholding techniques as a means to detect
Pneumonia clouds in the chest X-ray images. In the same year, a state-of-the-art
model was introduced by Rajpurkar et al. [7], which utilized a deep learning model
with a depth of 121 layer. This model was designed using the Chest X-ray14 dataset
and is capable of accurately predicting probabilities of 14 diseases from a CXR
image.

Kieu et al. [8] in 2018 introduced a deep learning approach to detect abnormalities
in the CXR images. Bar et al. [9] introduced an approach of considerable importance
inwhich a transfer learningmodel based onDeCAF is used for pathology detection in
CXR images. A summary of some of the statistical pneumonia diagnosis techniques
is provided in Table 1.

3 Proposed Methodology

Here, we introduce a novel deep learning algorithm for efficient and accurate diag-
nosis of pneumonia, and making it a state-of-the-art algorithm in the classification
task under consideration on the given dataset. The proposed methodology has been
illustrated in Fig. 1.

We then define the model which uses intuition behind the residual learning algo-
rithm, to avoid the problem of vanishing gradient and utilizes the depth-wise sepa-
rable convolution algorithm to reduce the parameter space and time complexity of
the network.

3.1 Dataset Preparation

The dataset used in this study is available at Mendeley Data. This dataset consisted
of 5856 chest X-ray images, where the images fall into one of the following three
categories below.
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Fig. 1 Flowchart of the proposed methodology

• CXR images of patients not affected by pneumonia.
• CXR images of patients affected by bacterial pneumonia.
• CXR images of patients affected by viral pneumonia.

Visually distinguishing chest X-ray images of patients affected by bacterial pneumo-
nia from those affected by viral pneumonia is not advised, and can only be diagnosed
accurately via cough analysis. Hence, we develop a binary classifier which can accu-
rately diagnose the presence of pneumonia clouds in CXR images.

3.2 Data Preprocessing

Data preprocessing is essential for analyzing the medical image data. Proper noise
removal and enhancement techniques applied to raw images can result in significant
improvement in the performance of the model. Here, we feed the data to the model
after removing noise from the images and then enhancing the images using the
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algorithms with best-observed performance. Finally, the images were resized to fit
the model optimally.

3.2.1 Noise Removal from the Images

Noise removal is a crucial part of image preprocessing on image data to improve the
results. Bilateral filtering was used in order to denoise the images, which performs
efficient smoothening of the images while preserving the edges. Bilateral filter [10,
11] is defined as follows:

BF(I, x) = 1

Wp

∑

xi ε�

I (xi ) fr (‖I (xi ) − I (x)‖)gs(‖xi − x‖) (1)

Here, Wp is the normalization term defined in the following way:

Wp =
∑

xi ε�

fr (‖I (xi ) − I (x)‖)gs(‖xi − x‖) (2)

In Eq. 2, I represents a k-dimensional image,� is the set of pixels xi in a nk window,
fr is the range attenuation function and gs is the spatial attenuation function.
We found the best parameters for denoising the images producing the least amount

of intermediate levels of gray values around the edges which is one of the complica-
tions that arise by applying the bilateral filtering as addressed by C. Tomasi.

3.2.2 Enhancement of the Images

After noise removal from the images, image enhancement was performed using
CLAHE mechanism. Wen et al. [12] explains how in the CLAHE mechanism each
pixel in the image performs an equalization on its histograms via a rectangular
window enclosing it, the brightness of the image is then redistributed and hence
causes a change in the contrast of the image. Further, we refer to the results of
CLAHE enhancement on CXR images as proposed by Koonsanit et al. [13]. CLAHE
mechanism is hence preferred because it avoids over-enhancement of the contrast
and amplification of noise in the images.

3.2.3 Resizing the Images

Finally, the images are resized to an optimal size to avoid excess information loss from
the images. Here, the optimal results are obtained for the dimension (224, 224, 3).
The images are read in BGR format and contrast stretching was performed by nor-
malizing the pixel intensity values. The normalization equation used here is defined
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Fig. 2 A 3D view of the proposed model

below.

IN = (I − Min)
newMax − newMin

Max − Min
+ newMin (3)

Here, (Min, Max) are the existing limits for intensity range of I and (newMin,

newMax) are the new limits for the new intensity range of IN . In this study, the
images are normalized to have intensity values within the range of 0–1.

3.3 Model Development

A3Dviewof the proposedmodel is provided in Fig. 2. It is seen from the view that the
model consists of 4 distinct blocks where the concept of residual learning is used.
Each of these blocks contains an identity mapping which is essential for efficient
propagation of the error through the network, hence avoiding vanishing gradient
problem. All the convolution layers in the model follow the depth-wise separable
convolution algorithm.

Here, the GAP layer is used rather than a flatten layer to obtain a 1D array from
the convolution feature maps, this highly reduces the parameter complexity of the
model. However, it comes at the cost of losing some information from the feature
maps. Here, we use max-pooling layers throughout the model to minimize the size
of the feature maps of the ultimate convolution layer.

3.3.1 Designing the Residual Block

From Fig. 2, it is clear that the residual branch consist of two activated convolution
layers followed by an inactive convolution layer. It is this layer to which a identity
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shortcut connection is mapped. This mapping does not add any extra parameters to
the model and cause no change in its runtime. This shortcut connection ensures an
end-to-end training of the network, and hence aids error minimization.

The forward propagation through the activation function which follows the “Add
layers” (say l) in the proposed network is defined in as follows:

al := g(Wl−1,l · al−1 + bl + Wl−3,l · al−3) (4)

Here, al is the activation of units in the layer l, g(ReLU in this case) is the activation
function of layer l and Wl−k,l is the weight matrix between layers l − k and l. Here,
we add Wl−3,l to the activation function of layer l in the residual block because the
shortcut path maps the l − 3 layer onto the l layer, this reduces the degradation of
accuracy with the increase in depth.

The backward propagation of error from layer l − k to l can be generally defined
as

�wl−k,l := −ηal · δl (5)

Here, η is the learning rate, al is the activation and δl is the loss signal of units in
the layer l. Considering our model, �wl−1,l from the residual path is degraded more
compared to �wl−3,l via the skip path(this problem of degradation of the gradient of
error function is known as vanishing gradient problem). Hence, existence of the skip
path or identity mapping ensures effective backpropagation through the network.

3.3.2 Separable Convolution Algorithm Used in the Network

Separable convolution algorithm requires O(w × d) runtime and parameter space
whereas a traditional convolution algorithm requires O(wd), where w is the kernel
width and d is the dimension of the input feature space. The convolution operation
is defined as

y[m, n] = h[m, n] ∗ x[m, n] =
∞∑

j=−∞

∞∑

i=−∞
h[i, j] · x[m − i, n − j] (6)

If separable convolution is applied then

h[m, n] = h1[m] · h2[n] (7)

Substituting Eq. 7 in Eq. 6, we obtain

y[m, n] =
∞∑

j=−∞
h2[ j](

∞∑

i=−∞
h1[i] · x[m − i, n − j]) (8)
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Here, x[m, n] is the input signal and h[m, n] is the impulse response. From Eq. 8, it
is clear that separable convolution algorithm in 2D space is essentially an 1D convo-
lution performed in horizontal and vertical directions. Thus, separable convolution
algorithm simplifies and boosts the convolution operation as it requires more kernels
for computation.

3.4 Visualization and Fine Tuning

In this study, we find the best parameters for the model using grid search and further
verify the model’s performance using Grad-CAM to visualize the last convolution
layer, as the outputs of this layer are fed forward to the fully connected layers for
prediction. Saliency maps were obtained for the prediction layer, which helps in
visualizing the pneumonia clouds in the lung air sacs.

4 Result and Discussion

Model validation is crucial to prove the effectiveness of a model. For the proposed
model, we not only use the standard performance metrics but also use certain visu-
alization techniques to improve the model’s quality. The three main performance
measures which are considered in this study are as follows:

• Confusion matrix
• Receiver operating characteristics(ROC) curve
• Model visualization via Grad-CAM and saliency map

The above performancemeasures have been discussed in the sections below in detail.

4.1 Confusion Matrix

Plotting the confusionmatrix for amodel is an efficientwayof visualizing themodel’s
performance. The confusionmatrix shown in Fig. 3 is generated on the test set, which
comprises of 1168 samples from the original dataset containing 5856 images.

The performance of the proposed model against a corresponding plain network
with traditional convolution algorithm is shown in Table 2.
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Fig. 3 Plot of the
un-normalized confusion
matrix for the proposed
model

Table 2 Comparison of performances of the proposed model and a plain model

Performance metrics
of the model

Formula of
performance metrics

Plain convolution
model for (3 * 3)
kernel size

Proposed model for
(3 * 3) kernel size

Accuracy(ACC) ACC =
T P+T N

T P+T N+FP+FN

0.97431 0.98288

Precision(P) P = T P
T P+FP 0.98242 0.98374

Sensitivity(R) R = T N
T P+FN 0.98242 0.99297

Specificity(S) S = T N
T N+FP 0.95238 0.95555

F1 score(F1) F1 = 2×T P
2×T P+FP+FN 0.98241 0.98833

4.2 Performance Curves

Performance curves of the proposed model are illustrated in Fig. 4 along with the
performance curves of the plain model for reference.

It becomes clear from Fig. 4a, b, that the proposed model proves to be consider-
ably more accurate than its plain counterpart. In case of the plain network, the loss
saturates at a considerably higher value giving an inaccurate result unlike the pro-
posed network. This occurs because of the problem of vanishing gradient as already
discussed in Sect. 3.3.1. Additionally, the proposed model using separable convolu-
tion took approximately 180 s per epoch during training, whereas the plain model
which uses traditional convolution took 252 s because separable convolution utilizes
more kernels in comparison and is hence faster.

Figure 4c shows comparison of the ROC curves of the proposed model and the
corresponding plain model. It is clear that the proposed model has achieved a near
ideal state, with an AUC score of 0.9972 whereas its plain counterpart achieved a
score of 0.9952.

An optimal precision–recall trade-off was also obtained by the proposed model
against the plain model which is shown in Fig. 4d.
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Fig. 4 a and b show the comparison of training accuracy and training loss curves of the proposed
and plain model respectively, c comparison of ROC curves of the proposed and plain model, d
comparison of precision–recall curves of the proposed and plain model

4.3 Grad-CAM and Saliency Map Visualization

Gradient weighted class activation map or simply Grad-CAM takes the gradients of
a class that is passed to the final convolution layer and produces a localization map
that highlights the important regions for predicting that class.

Saliency maps, on the other hand, highlight the pixels in the input, a small change
in which can cause a change in the output prediction of the model. The Grad-CAMs
and saliency maps of a few chest X-ray images are shown in Fig. 5.

5 Conclusion and Future Scope

In 2012, out of the 28,952 deaths from pneumonia in the UK, 58 were aged under 14
years, 1,374 were among those aged between 15–64 and 27,520 were among those
aged 65 and above. Early diagnosis of pneumonia is hence of paramount importance.
In this study, we devise an algorithm which significantly reduces parameter cost and
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Fig. 5 (a)–(b): Processed
images, (c)–(d): Grad-CAMs
of the processed images,
(e)–(f): Saliency maps of the
processed images

minimizes the model error. The proposed method utilizes the deep residual learning
algorithm and hence has a cross-entropy loss lower than and an execution time higher
than its plain counterpart. The accuracy of the plain network reached a maximum of
97.431% as opposed to our proposedmodel which achieved an accuracy of 98.288%.
The traditional convolution algorithm resulted in a computation time,which is 1.1526
times higher than our proposed method that uses separable convolution algorithm.

In future, we are planning to utilize our algorithm and develop a multi-label,
multi-class classification model to evaluate the performance of the said algorithm on
the benchmark dataset ChestXray14.
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Identification of Neural Correlates
of Face Recognition Using Machine
Learning Approach

Shreya Gupta and Tapan Gandhi

Abstract Object recognition has always been one of the key areas of research in
modern times, especially in healthcare and engineering industry, because of the wide
range of applications it has. There have been various methods to recognize and clas-
sify objects like shape matching, color matching, sliding window approach, etc. but
a common problem the computational models face is the appropriate representation
of 3D objects, image variation with angle variation, illumination effects, and the high
computational costs of these models to maintain output accuracy. In this paper, we
propose a novel method to detect and analyze the process of object recognition from
magnetoencephalogram (MEG) signals of human brain. This could be made possi-
ble by classifying the object as face/scrambled face using machine learning through
support vector machine (SVM). We train our SVM model using the recordings in
DecMeg Human Brain dataset obtained from Kaggle. In addition, by calculating the
accuracy of individual sensors for the duration, we are able to identify the cluster of
sensors responsible for visual recognition and the dynamic interaction among sensors
with the passage of time using neural coordinates of the magnetometer sensors with
an accuracy of 74.85%.We found that the sensors in the occipitotemporal and occip-
itoparietal lobes are most actively involved in visual classification. The proposed
approach has been able to reduce the previous effective time stamp of 100–360 ms
to 124–240 ms. This reduces the computational cost of the model while establishing
the essential relationships between MEG signals and facial detection.
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1 Introduction

Face recognition is one of the most critical skills that human beings develop from
the very beginning of our childhood. Humans are very good at recognizing faces in
challenging viewing conditions like complex background, across large image trans-
formation and in various illuminating conditions. Face recognition, hence, plays an
important role in healthcare and engineering applications. In engineering, the appli-
cation was first formulated for the purpose of criminal identification [1]. Its use and
application have since exponentially increased, and have spread to fields like retail
[2], auto photo tagging [3], robot navigation [4], video surveillance [5], and market-
ing [6]. In health care, face recognition plays a very significant role in diagnosis of
neurodevelopmental disorders like autism, prosopagnosia, and delusional misiden-
tification syndromes such as Capgras syndrome. These vulnerable groups have a
hampered social interaction because of their inability to recognize faces [7–9].

Severalmethods and algorithms have been proposed to performhuman face recog-
nition, for example [10, 11] use artificial neural network, [12] uses the concept
of eigenfaces to recognize new faces in an unsupervised manner and [13] applies
mosaic grid approach, among others. Previous researchers have majorly worked on
identification and recognition tasks [1–5]. However, Yang and Huang [13] have used
knowledge-based recognition approach for face location in complex images, using
a mosaic grid approach; Turk [12] uses face images projected in a feature space
that encodes the variation among known face images and defines them by a set of
eigenvectors.

A challenge that the existing methodologies have faced so far include poor perfor-
mance of the algorithms on large datasets, inability to deal with illumination effects,
and low tolerance to image variations [14]. Since human beings are able to identify
objects irrespective of lighting and angle variations, recent times have, thus, seen an
increase in devising algorithms which are closer to the functioning of human brain
object recognition system. This paper adopts and extends the approach by finding
and building a relationship between neurons in human brain and visual recognition of
objects, in particular face. The work attempts to do so using support vector machine’s
(SVM) property of maximizing the distance between classes.

Section2 describes the experimental setup and data preprocessing technique used.
Section3 presents the selection criteria (of the sensors) and the results obtained.
Section4 discusses the future scope and opens doors for further research in this
domain.

2 Methodology

In this section, we elucidate on the algorithm chosen to fit the data, the experimental
setup, and processing performed before training and testing the model.
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Fig. 1 Hyperplane
separating binary classes
[12]

2.1 Support Vector Machines

SVM is a supervised machine learning algorithm. It is believed to be the best “off-
the-shelf” algorithm, especially for high-dimensional spaces. SVM uses decision
boundary, also called as separating hyperplane, to distinguish between various classes
of the target variable. The hypothesis function (h) for an SVM is given by

hw,b(x) = g(wT x + b) (1)

where w and b are hyperparameters described in detail in [15]; g(z) = 1 if z >= 0, and
g(z) = −1 otherwise.

This distinction can be linear, Gaussian, or polynomial depending upon the type,
dimensions, and complexity of dataset. The data points closest to the decision bound-
ary are called support vectors. SVM maximizes the distance between these support
vectors and the separating hyperplane obtained before, using the most appropriate
kernel (Fig. 1). Due to space constraints, we refer the readers to [15] for more tech-
nical details on SVMs and kernels. This paper performs a binary classification into
face/scrambled face and after thorough analysis, Gaussian (or RBF) kernel given by
the following equation is used:

K (x, z) = exp(−( ||x − z||2 ) / (2× σ 2)) (2)

2.2 Experimental Setup

The dataset chosen is “DecMeg Humain Brain” dataset from publicly available
Kaggle repository [16]. The dataset contains the magnetoencephalography (MEG)
recordings of 23 subjects (16 train subjects and 7 test subjects) when each of them
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are shown 580–590 samples. The MEG device records 306 time series (102 magne-
tometer channels and 204 gradiometer channels), one for each channel at a frequency
downsampled to 250 Hz for 1.5 s (starting 0.5 s before the stimulus starts) for each
sample shown to a subject. Hence, the dataset is a three-dimensional matrix (sample
× channels × time series), with size 580 × 306 × 275. Each sample is associated
with an output variable representing the category of visual stimulus, Face (class 1)
or Scramble Face (class 0).

2.3 Data Preprocessing

For the purpose of this paper, data of all 16 train subjects is taken. Thework calculates
themean ofMEG recordings obtained during the initial 0.5 s time stamp and subtracts
the mean from the entire data to normalize it. Post extracting data from the actual
time of stimulus (last 1 s), a new normalized input data is created.

For each subject, the dataset is divided into batches of 20 samples, with a 50%
overlap and 7:3 hold out cross validation. After standardizing the dataset and using
a box constant, c=0.65 on a RBF kernel, SVM is trained and test set accuracy and
false alarm results are saved in a 102× 16matrix (magnetometer sensors× subjects).
Results are obtained by taking average accuracy of each sensor and color mapping
these accuracies in a two-dimensional scalp plot of each subject, for each time slot.

3 Results

The resultant accuracy scalp plots are shown in Fig. 2. The accuracy obtained on
testing the MEG recordings of individual sensors as a response to visual stimulus for
a designated time slot is indicative of two things:

1. Relevance of the sensor in face recognition.
2. Distinction with which the sensor detected an object in designated time period,

i.e., the relevance of time slot in face recognition.

3.1 Sensor Selection Criteria

MEG readings (in fT) for the sample labeled as face and as scrambled face against
time (in ms) are plotted in Fig. 3a, b, respectively. As is evident from these figures,
it is not possible to distinguish and typecast the two signals or the effective time
periods. The accuracy obtained using Gaussian kernel finds the most active sensors
and their most responsive time slots. The work uses the benchmark accuracy of 55%
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Fig. 2 2D scalp plot during 124–200 ms and 164–240 ms time stamp

Fig. 3 MEG readings for
sample detected as face and
scrambled face

to classify the sensor as an active sensor (marked in red). Sensors having accuracy
between 52 and 55% are less participating sensors (marked in green) and those with
accuracy lesser than 52% are poor sensors (marked in blue). Figures2 and 4 are some
of the plottings obtained when these sensors and their coordinates, obtained from
source [20], are color mapped with their accuracy.
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Fig. 4 Scalp plot during less responsive time stamps

3.2 Results and Discussion

As can be seen in Fig. 2, most sensors marked red (i.e., having higher significance)
are located near occipitotemporal and occipitoparietal lobes and few in frontal lobe.
To compare the results, the scalp plot for other (less responsive) time slots is shown
in Fig. 4 and accuracy achieved in a time stamp is plotted in Fig. 5. As can be seen
from Fig. 5, the maximum accuracy increases significantly during 120–240 ms.

Thus, in the process of identifying the most receptive sensors and the time slot
of their highest accuracy, the work has been able to identify and model, using the
proposed SVM approach, the neural correlates of facial recognition. The model,
thus generated, was able to detect and distinguish face and scrambled face with an
accuracy of 74.85%. This accuracy was obtained by sensors in the occipitotemporal
and occipitoparietal lobes of a human brain during 124–240 ms time stamp. The
relatively low accuracy is sensical since it is obtained by interpolating results from
individual sensors and as the common knowledge persists, the brain decodes an
object using a cluster of such sensors.

By identifying the active sensors and the differentiating time stamps, the present
work has been able to filter out noisy and less effective sensors and time slots.
Comparing the results with previous benchmarks [19] (Table 1), we can see the
proposed work reduces the effective time stamp from 1000 ms to 120 ms (i.e., by
88%) as compared to 260 ms achieved in [19]. This mitigates the computational
costs of the model built for face recognition (using principles of neuroscience) by
providing researchers the channels and slots to focus their research on.
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Fig. 5 Accuracy of the sensors in different time slots

Table 1 Comparison of effective time stamps

Approach Active time stamps (in ms) % Trimmed

Marcus et. al. [19] 100–360 74

Proposed work 120–240 88

4 Conclusion and Future Scope

Using neuroscience for the process of face recognition, as shown, might have given
less accuracy at the moment but its results are independent of illumination and angle
effects which are the major drawbacks of traditional face recognition approaches.
Consistent with the past studies, the work is able to find, using the proposed machine
learning model, the time stamps in which brain is able to distinguish between a
special class of object, i.e., face. Hence, the trade-off between computationally less
expensive baseline model and higher accuracy makes way for heavier models to
be executed above it. It can also be inferred that human brain is able to differentiate
objects based on certain features. The findings of this paper can be extended to extract
features captured by the eyes during the mentioned time stamps (124–240 ms) which
enabled brain to detect and classify faces. The central aim is to provide a mechanism
that can artificially assist people suffering fromdeficit of face recognition and thereby
to restore their social interaction. The feature identification can be performed using
a multimodal approach like eye tracking while visualizing brain signal recording
simultaneously and can then be used to design a more sophisticated and optimum
model using AI and computer vision.



20 S. Gupta and T. Gandhi

Acknowledgements We would like to acknowledge Kaggle for providing us with human brain
signal dataset for facilitation of the research proposed in this paper.

References

1. Burton, A.M., Wilson, S., Cowan, M., Bruce, V.: Face recognition in poor-quality video: evi-
dence from security surveillance. Psychol. Sci. 10, 243–248 (1999)

2. Wu, C.-C., Zeng, Y.-C., Shih, M.-J.: Enhancing retailer marketing with an facial recognition
integrated recommender system. IEEE (2015)

3. Stone, Z., Zickler, T., Darrell, T.: Autotagging facebook: social network context improves photo
annotation. In: Workshop on Internet Vision (2008)

4. Boucenna, S., Gaussier, P., Andry, P., Hafemeister, L.: A robot learns the facial expressions
recognition and face/non-face discrimination through an imitation game. Int. J. Soc. Robot.
(2014)

5. Lei, Z., Wang, C., Wang, Q., Huang, Y.: Real-time face detection and recognition for video
surveillance applications. In: 2009 World Congress on Computer Science and Information
Engineering, pp. 168–172. (2009)

6. Shergill, G.H., Sarrafzadeh, H., Diegel, O., Shekar, A.: Computerized sales assistants: the
application of computer technology to measure consumer interest;a conceptual framework. J.
Electron. Commer. Res. 9(2), 176191 (2008)

7. Klin, A., Sparrow, S.S. De Bildt, A., Cicchetti, D.V., Cohen, D.J., Volkmar, F.R.: A normed
study of face recognition in autism and related disorders. J. Autism Dev. Disord. 499–508
(1999)

8. Grter, T., Grter, M., Carbon, C.C.: Neural and genetic foundations of face recognition and
prosopagnosia. J. Neuropsychol. 79–97 (2008)

9. Pierce, K.,Mller, R.-A., Ambrose, J., Allen, G., Courchesne, E.: Face processing occurs outside
the fusiform ‘face area’ in autism: evidence from functional MRI. Brain 124(10), 2059–2073
(2001)

10. Bruce, V., Young, A.: Understanding face recognition. Br. J. Psychol. 77(3), 305–327 (1986)
11. Baron, R.J.: Mechanisms of human facial recognition, Int . J. Man-Mach. Stud. 15, 137–178

(1981)
12. Le, T.H.: Applying artificial neural networks for face recognition. In: Advances in Artificial

Neural Systems (2011)
13. Turk, M., Pentland, A.: Face recognition using eigenfaces. In: Proceedings of the IEEE Com-

puter Society Conference on Computer Vision and Pattern Recognition, pp. 586–591 (1991)
14. Yang, G., Huang, T.S.: Human face detection in a complex background. Pattern Recognit. 27,

53–63 (1994)
15. Khurana, P., Sharma, A., Singh, SN., Singh, P.K.: A survey on object recognition and seg-

mentation techniques. In: 3rd International Conference on Computing for Sustainable Global
Development (INDIACom), pp. 3822–3826 (2016)

16. CS229: Machine Learning, retrieved from chapter notes on Support Vector Machines. http://
cs229.stanford.edu/syllabus.html

17. Manning, C., Raghavan, P., Schtze, H.: Introduction to Information Retrieval. Cambridge Uni-
versity Press, Chapter 15 (2008)

18. DecMeg2014: Decoding the Humain Brain. https://www.kaggle.com/c/decoding-the-human-
brain/data

19. https://github.com/FBKNILab/DecMeg2014
20. Streit, M., Dammers, J., Simsek-Kraues, S., Brinkmeyer, J., Wolwer, W., Ioannides, A.: Time

course of regional brain activations during facial emotion recognition in humans. Neurosci.
Lett. 342(12), 101–104 (2003)

http://cs229.stanford.edu/syllabus.html
http://cs229.stanford.edu/syllabus.html
https://www.kaggle.com/c/decoding-the-human-brain/data
https://www.kaggle.com/c/decoding-the-human-brain/data
https://github.com/FBKNILab/DecMeg2014


An Overview of Remote
Photoplethysmography Methods for Vital
Sign Monitoring

Ruchika Sinhal, Kavita Singh and M. M. Raghuwanshi

Abstract Vital signs such as heart rate, respiratory rate, blood pressure, body tem-
perature, and oxygen saturation are essential for early detection of any related signifi-
cant illness.Manyof the existingmethods that are used tomonitor the aforementioned
vital signs are camera-based. In these methods, sensors are fixed to the body that are
not sturdy to the motion of the subject. Another method to monitor vital signs is
photoplethysmography (PPG), an emerging noncontact technique that maps, spatial
blood volume variation in living tissue from the images captured through a video.
Most of the camera-basedmethods are driven by three remote photoplethysmography
algorithms. The camera-based methods are useful for detecting vital signs with an
objective AAA, i.e., anyone, anywhere, and anytime. However, there exist few chal-
lenges in r-ppgmethods andmake it an open research problem. This paper presents an
overview of the signal processing challenges faced by remote photoplethysmography
for calculating the vital signs with a focus on heart rate estimation.

Keywords Heart rate · Remote photoplethysmography · Vital signs · Signal
processing · Video processing
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1 Introduction

The human body has many integral signs such as heart rate, respiratory rate, blood
pressure, body temperature, and oxygen saturation, to name a few that helps in
deciding the fitness of the human body. Measurement of these vital signs needs a
device, and therefore, it is not possible to measure them for the examination of body
fitness at home. The heart rate is one of the important vital signs, as it plays a vital
role in checking the fitness level of a human body. Monitoring of the heart rate even
helps in detecting any growing heart problem. Heart rate is measured as beats per
minute (bpm) that ranges from 60 to 100 bpm in healthy adults.

Respiratory rate (RR) is another vital sign, defined as the frequency of breaths per
minutewhich ranges from12 to 20 breaths perminute in a normal person.Monitoring
respiration can give valuable information about neural and pulmonary conditions.
Checking humanRR regularly is an important task of examining the health of a person
[1]. Measuring these mentioned vital signs needs some medical devices and a doctor
to examine them. Generally, an individual has to visit the clinic and record the signs.
For instance, medical professionals examine heart rate through ECG, which is the
most commonly used contact-based or invasive method that induces skin irritation.

The noninvasive healthcaremonitoring system involves either capturing the image
or recording the video through a digital camera. One of the systems is photoplethys-
mography (PPG) that is used to detect blood volume variations in the microvascular
tissue. PPG devices have been competent to monitor relevant signs that include pulse
rate, respiration rate, and body temperature [2]. Verkruysse et al., in [3], described
image photoplethysmography (i-PPG) technique. In this paper, the authors recorded
the facial skin affected by the port-wine dye after laser therapy. The resulting data
were used to obtain maps of the amplitude and phase of the spatially differing PPG
signals. The main drawback of the proposed technique is that the PPG signals are
sensitive to variations induced due to motion when camera-based phones are used.
Many a time, the noninvasive vital sign monitoring is also termed as remote photo-
plethysmography (r-PPG). The name r-PPG has been coined due to the monitoring
of remotely captured video through digital camera. Therefore, in the forthcoming
paragraph, we present an overview of the work presented by various authors related
to PPG vital sign monitoring.

Independent component analysis (ICA), a blind source separation method pro-
posed by Poh et al., in [4] removed the noise from PPG signal face imaging. The
measuring standards are recommended for the use of ECG sensors for measuring
the heart rate variability (HRV) in [5]. However, it has been shown that PPG-derived
heart rate variability can be a good substitute for HRV at rest [6]. In [7, 8], Sun et al.
compared the performance of a low-cost web camera and a high-sensitivity camera
to evaluate the variability of the heart rate and pulses. The authors stated that the 30
fps webcam function is similar to the 100 fps camera when signals are incorporated
to improve the time-domain resolution [8]. HRV has been used to detect real-time
changes in the workload to evaluate and index the autonomous nervous system [9].
Its spectral analysis can provide a sympathetic balance, a ratio that reflects mutual
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changes in sympathetic and vagal outflows [10]. HRV tends to be rhythmic and emo-
tionally positive, followed by a phenomenon known as respiratory sinus arrhythmia.
HRV, on the other hand, tends to chaotic, angry, anxiety, or sadness. These rhythmic
variations create a condition of cardiac coherence [11, 12].Detection of physiological
signals using noncontact equipment is especially beneficial in emotional computing,
where emotions like stress or fear are induced. Contact sensors can create a bias
in these physiological experiments by interfering with the user, which results in
an erroneous emotion classification [13]. Currently, published methods effectively
recover spectral components of HR, BR, and HRV over a certain period. However,
there have been a few attempts, instant HRmeasurement with a webcam, particularly
considering artifacts of head motion [14].

The r-PPG algorithms proposed in the literature have been developed on videos
under constrained environments. However, there are many challenging issues faced
during the development of algorithms under uncontrolled environment. Therefore,
it is a potential field of research for researchers who are willing to work in the field
of r-PPG for vital sign monitoring. These challenges have been described in Sect. 3.

This paper organization has three sections. The introductory section describes the
vital signs and its importance. Section 2 discusses various r-PPG methods used for
estimating the heart rate. Section 3 describes the different challenges faced in r-PPG.
Finally, concluding section presents a summary of the review of techniques.

2 r-PPG Methods for Estimating Heart Rate

r-PPG is a remote photoplethysmography technique that measures, small changes
in skin color caused by variations, in volume and oxygen saturation while heart
pumping. All r-PPG techniques developed so far have used the videos captured
from a digital camera for analyzing the pulse or heart rate. Recently, several r-PPG
algorithms are developed for extracting the heart signal from videos. In this section,
we present the study of each approach developed by researchers for estimating heart
rate. Broad categories of the various approaches are blind source separation, model-
based methods, and design-based methods. Each category and algorithm is further
discussed in the forthcoming section.

2.1 Blind Source Separation (BSS)

The generalization of time series data as an alternative representation in the fre-
quency domain is also important. This representation enables the understanding of
the signals and the filtering or interpolation of the data. In particular, the singular
value decomposition (SVD) [4] and independent component analysis (ICA) [15]
techniques for the principal component analysis (PCA) have been examined. Both
these PCA and ICA techniques use statistical data representation rather than time or
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frequency domain. In other words, data are projected on a new set of axes that fulfill
certain statistical criteria, which implies independence, instead of a set of axes repre-
senting discrete frequencies such as the Fourier transformation, where independence
is assumed. The criterion depends on the structure of the data and the axes on which
the data is projected. The projection direction increases the signal-to-noise ratio,
which allows us to observe the important structural signals. For example, the power
spectrum of the data can be calculated to make the peaks of certain signals visible
and to separate the noise from the signal. Such unwanted signals can be filtered using
PCA and ICA. Most important, BSS techniques are analytical and computational for
general problems of signal processing. It does not benefit from the unique character-
istic of skin reflections used to solve the r-PPG problem. The ICA-based approach,
in particular, normalizes the standard deviation of RGB signals, ignoring the fact that
the PPG signal induces distant yet known relative amplitudes in the particular RGB
channels.

2.2 Model-Based Method

The BSS method discussed above has limitations of assumption on the colors asso-
ciated with source signals. In the blind source separation method, the colors are
considered independently for the signal estimation. To overcome the limitations of
BSS, model-based methods use different components of color vectors to control
de-mixing. Therefore, model-based methods eliminate the dependency of colors on
skin color reflection including light color. In addition, the model-based methods are
also motion tolerance. Model-based method includes PBV and CHROM techniques
proposed by De Haan in [15, 16], respectively. The PBV technique is based on
blood volume pulse that retrieves the pulse directly from the pulsatile components
restricting all color variations to possible direction. The PBV is also a motion robust
improved method which uses blood volume pulse signature as mentioned. Further,
the CHROM technique is robust to motion based on the standardized assumption
of skin tone. The CHROM is different from PBV because it reduces sensitivity by
eliminating the specular component and reducing the size. The CHROM algorithm
assumes a standardized skin tone vector that allows white images to be balanced.
From the literature, it has been observed that the CHROM is robust to mono-white
illuminations and so it is categorized as best model-based algorithm. In addition,
Wenjing Wang proposed a new method, the orthogonal skin plane (POS) [17]. This
method resembles CHROM but alters the order in which the expected color distor-
tions are reduced using different priors. In this new algorithm, authors developed a
skin tone orthogonal plane in a temporarily normalized RGB environment.

Compared tomultistep CHROMand POS, PBV is a one-step process and requires
an accurate knowledge of the signature of the blood volume pulse. With regard to
movement and stationary parameters, CHROM and POS perform well in stationary
and motion situations when the alpha tuning is driven either by pulse or by large
distortions, while PBV is specifically designed for movement. In addition, CHROM
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and POS are not as restrictive as PBV. In addition to all the above comparative
analysis, one more similarity between CHROM and POS is that these two methods
use soft priors to define a projection plane for alpha tuning in blood volume pulsation
(i.e., channel ranking).

2.3 Design-Based Method

Model-based methods are good as they are robust to motion. They perform better
than non-model-based methods. As discussed earlier, the limitation in CHROM is
that it uses the vector for white skin reference, whereas PBV depends on the blood
signals and diverts the signal to that side. However, apart from these limitations, the
vital sign measurement is best for model-based methods as these methods are motion
robust.

In the recently developed spatial subspace rotation (2SR) method [18], the RGB
values are quantified as spatial representation. In the temporal domain, pulsatile
blood causes variation in RGB channels, thus changing subspace of skin pixels. The
algorithm creates a subject-dependent skin color space and tracks the tone change
over time to measure the pulse in which the instant tone is determined on the basis of
the statistical distribution of the skin pixels in the image. The idea of using the hue as
a basic pulse extraction parameter is supported by the analysis of the use of different
color spaces to measure the pulse [19]. Since then, the tone drives measurement, the
method at an early stage eliminates all variations in intensity. In this sense, 2SR is a
skin approach that defines a temporarily normalized orthogonal projection plane in
the RGB pulse extraction space. The subspace axes built by 2SR are, however, com-
pletely data-driven without physiological consideration. This presents performance
problems in practice when spatial measurements are not reliable, i.e., when the skin
mask is noisy or poorly selected. A new lock-in technique is proposed in [20] for
extracting pulse rate which when compared with gold standards differed only by four
beats [20].

In this section, we presented different approaches proposed by various researchers
in last few decades. From the detailed literature, it has been observed that estimation
of heart rate using r-PPG from captured video still struggles with many challenges.
These challenges are further discussed in the next forthcoming section.

3 Challenges in r-PPG

From the literature, it is evident that r-PPG focuses on extracting the pulse signal from
video to estimate the heart rate of a person. However, r-PPG hasmany challenges due
to various factors like subject motion, ambient light illumination, image optimiza-
tion, spectrum analysis, etc. These factors present challenges to the researcher for
recovering the accurate physiological data for different r-PPG methods. The men-
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tioned four factors related to the main challenges in r-PPG are shown in Fig. 1. In
subsequent sections, we present each of these factors for better understanding.

3.1 Motion Stabilization

The subject motion has been studied in most of the r-PPG algorithms to analyze its
effects. The subject motion is an important and a great challenge that is faced by
r-PPG algorithms. The subject motion changes the region of interest in the video
when the subject is in motion. Early investigations of r-PPG focused on rigid and
stationary regions of interest as used in researches [3, 14, 16, 21–23]. Ideally, when
subjects are stationary, the ROI must also be constant in subsequent frames used by
r-PPG algorithms. However, thismight not be the practical scenario of the application
of r-PPG algorithms. Therefore, there is a need of motion stabilization that is to be
achieved in the video. Thus, the tracking of ROI can be proposed as a solution to this
problem.

On the other hand, few of the studies introduced later focus on face imaging of
the subjects that allowed limited naturalistic motion [19, 21]. The work proposed in
[19, 21] used the emotion factor in unconditional environment while recording the
videos for the study.

Further studies investigated the algorithm’s performance under translational
motion which limited the use of techniques as simple region of interest (ROI). These
ROIs focused on object tracking [15], color difference, and chrominance-based sig-
nals from RGB color space [19]. Later, approaches for estimating the motion arti-
facts and correcting the obtained r-PPG signal using adaptive filtering have also been
explored [24]. As stated earlier, this motion artifact is a challenge for r-PPG, with
specific advancements in three big areas: (1) the development of an algorithm for
image processing, (2) spatial redundancy, and (3) the use of integrated multiband
techniques in visible and invisible wavelengths. While it is important to explore sys-
tematically varying motion artifacts, use cases in applied environments are included
but not limited to exercise [25, 26], cognitive states [27, 28], and clinical care [29,
30], with a view to transition from the laboratory environment. Finally, the effects
of movement artifacts have been extended beyond the pulse rate alone to cardiopul-
monary measures. The authors in [31] proposed a new technology sub-band r-PPG
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for HR measurement in fitness by increasing the pulse extraction signal dimension-
ality. During fitness exercise, they tested the algorithm on the subjects. The proposed
pre-filtering method improved r-PPG performance. The approach of selective ampli-
tude filtering filtered the r-PPG signal based on the RGB color band. The authors in
[32, 33] designed a filtering method that filters the RGB signals before the pulse is
extracted.

3.2 Ambient Light Tolerance

Ambient light is the light already present in a video without any manipulation. There
is no additional light added in the video. Such ambient lighting conditions might be
considered proportionately consistent in most of the applications; nevertheless, there
are some probable use cases like a computer simulation, virtual reality, mobile screen
brightness, etc, where there can be variations in lighting conditions. The difference
in illumination intensity many a time influences the intensity of the PPG waveform
[23]. At the same time, the effects of ambient light on any other currently available
PPG methods are unknown. In a limited, uncontrolled study in [32], Li et al. used an
adaptive filtering approach, withmore background region of interest. The ROI served
as the input noise reference signal which compensates for background illumination.
The results in [34] depicted improvement for varying illumination on a publicly
available video database [35]. The detailed experiments presented in [34] derived
modest reduction in heart rate error when compared to ECG recorded.

To estimate the vital signs, it is very important to deal with the ambient light toler-
ance in the background of the video. This is because the background or the region of
interest, if it is either under-illuminated or over-illuminated, might result in incorrect
signal extraction. This incorrect signal extraction will further lead to an incorrect
estimate from the video. Consequently, it is very important to keep the illumination
of a region of interest constant throughout the video acquisition process. The back-
ground illumination might be canceled using the technique developed in [34] as one
of the illumination cancelation techniques. However, identification and removal of
the effect of illumination on the region of interest still remains a challenging issue to
be explored that further bring complexity in analyzing the heart rate from the region
of interest.

3.3 Image Optimization

Image optimization specifically emphasizes on capturing the images or videos
through different sources. The varieties of image sensors or video cameras that allow
fostering of r-PPG also bring variations in a different level. For instance, a varia-
tion in the image sensor (e.g., digital camera, mobile phone cameras, etc,) brings
variations in features that are to be examined, which additionally induces variations
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in further analyses. These features could be a basic sensor type, color separation
sensors, special sensors, aspect ratio, image sizes, and the number of pixels, to name
a few.

However, from the literature, it can be seen that the imagequality does not rely only
on the quality of an image sensor being used. The other factors that affect the image
quality are a type of lens (CCD and CMOS), spectral properties as an illumination
source, and image shutter speed. Thus, image quality directly or indirectly changes
the feature of an image or video under consideration. Apart from this, although the
frame rate is not directly related to image sensor properties, it is also considered
as one of the vital components for variations in features under consideration for
estimating vital signs. An image can be optimized with the use of automatic ROI
selection from the image. Recently, Wang et al. performed supervised living skin
detection using r-PPG by transforming the video into signal shape descriptor called
multiresolution iterative spectrum [36].

Thus, an image optimization deals with capturing video in different formats. One
such format for video is ‘mp4’ format that stores the frames in compressed form. The
compression of an image or a video might lose information resulting in an inaccurate
vital sign estimation from the recorded video. In this context, the image optimization
is, therefore, a challenge and is to be dealt with before measuring the vital sign from
the optimized video.

3.4 Multispectral Imaging

Multispectral imaging captures images with a specific wavelength and multiband
spectrum. There are different spectral bands used for satellite images, such as Blue,
Green, Red, near-infrared, mid-infrared, and thermal. Many contemporary r-PPG
studies focus on three spectral bands in the visible light spectrum, i.e., red, green,
and blue.While green/orange visible bands are themost pervasive of commonoxygen
and de-oxyhemoglobin derivatives [37], multispectral imagery from a single image
sensor has often been used for r-PPG methods involving linear decomposition using
multiple data channels. As shown by Martinez et al., in [38] with front spectropho-
tometry, some wavebands are better for measuring r-PPG pulse rate and respiration
rate. The different spectrums have a different effect on the signal estimation. Thus,
the r-PPG is still an open challenge because the different bands lead to the creation
of different estimates for vital signs. This shows that it is difficult to identify good
signal for estimation of vital signs.

4 Conclusion

Photoplethysmography technique maps the blood volume pulsating signals into the
vital signs. The vital signs can bemeasured byheart rate, respiratory rate, or saturation
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per oxygen level (SPO2) from images or videos. In this paper, we have presented
three r-PPGmethods, namely, BSS, model-based, and design-based, based on digital
video signals. Eachmethod has its own advantages and limitations in various contexts
of r-PPG as discussed in the paper. Among all the three described methods, BSS is a
widely used r-PPG method in the literature. Further, we presented different factors,
like subject motion, ambient light illumination, image optimization, and spectrum
analysis, that make r-PPG an open research issue to be explored. Among all the
factors listed above, motion stabilization is an important factor to be dealt with as it
brings an uncontrolled environment and makes r-PPG a challenging task.

From the discussions presented in this paper, it has been observed that many
research challenges are still open for solutions in the field of r-PPG. The researchers
can initiate to pursue research and contribute to social technology.

References

1. Sinhal, R., Singh, K., Shankar, A.: Estimating vital signs through non-contact video-based
approaches: a survey. In: 2017 International Conference on Recent Innovations in Signal pro-
cessing and Embedded Systems (RISE), pp. 139–141. IEEE, Bhopal (2017)

2. Allen, J.: Photoplethysmography and its application in clinical physiological measurement.
Physiol. Meas. 28, R1–R39 (2007)

3. Verkruysse,W., Svaasand,L.O.,Nelson, J.S.:Remote plethysmographic imagingusing ambient
light. Opt. Express 16, 21434 (2008)

4. Poh, M.-Z., McDuff, D.J., Picard, R.W.: Advancements in noncontact, multiparameter physi-
ological measurements using a webcam. IEEE Trans. Biomed. Eng. 58, 7–11 (2011)

5. Camm, A.J., et al.: Heart rate variability. Standards of measurement, physiological interpreta-
tion, and clinical use. Task force of the european society of cardiology and the north american
society of pacing and electrophysiology. Eur. Heart J. 17, 354–381 (1996)

6. Gil, E., Orini, M., Bailón, R., Vergara, J.M., Mainardi, L., Laguna, P.: Photoplethysmography
pulse rate variability as a surrogate measurement of heart rate variability during non-stationary
conditions. Physiol. Meas. 31, 1271–1290 (2010)

7. Sun, Y., Papin, C., Azorin-Peris, V., Kalawsky, R., Greenwald, S., Hu, S.: Use of ambient light
in remote photoplethysmographic systems: comparison between a high-performance camera
and a low-cost webcam. J. Biomed. Opt. 17, 037005 (2012)

8. Sun, Y., Hu, S., Azorin-Peris, V., Kalawsky, R., Greenwald, S.: Noncontact imaging photo-
plethysmography to effectively access pulse rate variability. J. Biomed. Opt. 18, 061205 (2012)

9. Appelhans, B.M., Luecken, L.J.: Heart rate variability as an index of regulated emotional
responding. Rev. Gen. Psychol. 10, 229–240 (2006)

10. Hoover, A., Singh, A., Fishel-Brown, S., Muth, E.: Real-time detection of workload changes
using heart rate variability. Biomed. Signal Process. Control 7, 333–341 (2012)

11. Servant, D., Logier, R., Mouster, Y., Goudemand, M.: Heart rate variability. Appl. Psychiatry.
L’Enceph. 35, 423–428 (2009)

12. Tiller, W.A., McCraty, R., Atkinson, M.: Cardiac coherence: a new, noninvasive measure of
autonomic nervous system order. Altern. Ther. Health Med. 2, 52–65 (1996)

13. Pavlidis, I., Dowdall, J., Sun, N., Puri, C., Fei, J., Garbey, M.: Interacting with human physi-
ology. Comput. Vis. Image Underst. 108, 150–170 (2007)

14. Bousefsaf, F., Maaoui, C., Pruski, A.: Continuous wavelet filtering on webcam photoplethys-
mographic signals to remotely assess the instantaneous heart rate. Biomed. Signal Process.
Control 8, 568–574 (2013)



30 R. Sinhal et al.

15. deHaan,G., Jeanne,V.: Robust pulse rate from chrominance-based rPPG. IEEETrans. Biomed.
Eng. 60, 2878–2886 (2013)

16. de Haan, G., van Leest, A.: Improved motion robustness of remote-PPG by using the blood
volume pulse signature. Physiol. Meas. 35, 1913–1926 (2014)

17. Wang, W., den Brinker, A., Stuijk, S., de Haan, G.: Algorithmic principles of remote-PPG.
IEEE Trans. Biomed. Eng. 1–1 (2016)

18. Wang,W., Stuijk, S., de Haan, G.: A novel algorithm for remote photoplethysmography: spatial
subspace rotation. IEEE Trans. Biomed. Eng. 63, 1974–1984 (2016)

19. Tsouri, G.R., Li, Z.: On the benefits of alternative color spaces for noncontact heart rate mea-
surements using standard red-green-blue cameras. J. Biomed. Opt. 20, 048002 (2015)

20. Eaton, A., Vishwanath, K., Cheng, C.-H., Paige Lloyd, E., Hugenberg, K.: Lock-in technique
for extraction of pulse rates and associated confidence levels from video. Appl. Opt. 57, 4360
(2018)

21. Humphreys, K., Ward, T., Markham, C.: Noncontact simultaneous dual wavelength photo-
plethysmography: a further step toward noncontact pulse oximetry. Rev. Sci. Instrum. 78,
044304 (2007)

22. McDuff, D.J., Estepp, J.R., Piasecki, A.M., Blackford, E.B.: A survey of remote optical pho-
toplethysmographic imaging methods. In: 2015 37th Annual International Conference of the
IEEE Engineering in Medicine and Biology Society (EMBC), pp. 6398–6404. IEEE, Milan
(2015)

23. Shi, P., Hu, S., Zhu, Y.: A preliminary attempt to understand compatibility of photoplethysmo-
graphic pulse rate variability with electrocardiogramic heart rate variability. (2008)

24. Wieringa, F.P., Mastik, F., van der Steen, A.F.W.: Contactless multiple wavelength photo-
plethysmographic imaging: a first step toward “SpO2 camera” technology. Ann. Biomed. Eng.
33, 1034–1041 (2005)

25. Sun, Y.: Motion-compensated noncontact imaging photoplethysmography to monitor car-
diorespiratory status during exercise. J. Biomed. Opt. 16, 077010 (2011)

26. Takano, C., Ohta, Y.: Heart rate measurement based on a time-lapse image. Med. Eng. Phys.
29, 853–857 (2007)

27. McDuff, D., Gontarek, S., Picard, R.: Remote measurement of cognitive stress via heart rate
variability (2014)
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Fuzzy Inference System for Efficient
Lung Cancer Detection

Laxmikant Tiwari, Rohit Raja, Vaibhav Sharma and Rohit Miri

Abstract This paper suggests a lung cancer detection system with marked and
unmarked nodules of cancerous elements that are detected and classified. Identifica-
tion of lung cancer in earlier stage will reduce the cause of death, and lung cancer is
said to be one of the leading causes of death. Computed tomography (CT) is used for
lung cancer analysis and diagnosis, and manual process suffers from several chal-
lenges such as poor accuracy. There are numerous research contributions in this area
but research attempt toward robustness is all-time challenge. We have implemented
a fuzzy inference system, which includes four important stages as preprocessing,
image segmentation, feature extraction, and design of fuzzy inference rules. These
rules are used to identify cancerous cells accurately.

Keywords Lung nodule · Fuzzy inference system · Image segmentation

1 Introduction and Background

Numerous literature suggest that lung cancer has become a common problem, a
major challenge, and one of the leading causes of death, especially in developing
countries. The diagnosis that involves detection of lung nodule exactly is the area of
focus for the researchers carrying out research and development activities. Usually,
small lesions cannot be identified with the help of X-rays, and therefore computed
tomography (CT) is used for the detection of lung cancer. Large number of cases, less
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viewing time, and robustness of the methods for detection are few of the important
challenges in the field of lung cancer diagnosis by Sinha and Patil [1]. Computer-
aided diagnosis (CAD)-based methods are used in all modern research and diagnosis
laboratories. False identification of cancerous elements is a common phenomenon in
manual detection of the cancer by Patil and Kuchanur [2]. The automated approach
is developed in CAD, wherein some image processing tools are also used in prepro-
cessing, feature extraction, and postprocessing of the medical images. Few research
papers on CAD are Chaudhary and Singh [3] and Hadavi et al. [4], and these papers
emphasize on building an efficient and accurate automated approach for lung cancer
identification.

We have implemented lung cancer detection using fuzzy inference system (FIS)
to identify the prominent cancerous cells, including all four stages of CAD-like other
research work. Fuzzy inference rules were applied to get accurate results for lung
cancer detection.

Camarlinghi et al. [5] use CAD technique for identifying pulmonary nodules in
CT scans. Abdullah and Shaharum [6] use feedforward neural network to classify
lung nodules in X-ray images albeit with only a small number of features such as
area, perimeter, and shape. The appropriate set of features and classification meth-
ods resulted in poor accuracy of CAD-based diagnosis results. Kuruvilla and Guna-
vathi [7] consider six distinct parameters including skewness, fifth and sixth central
moments extracted from segmented single slices containing the highlighted features
as suggested in Abdullah and Shaharum [6]. The feedforward backpropagation neu-
ral network is trained to evaluate accuracy for different features separately. This work
claims a high detection rate of 88.5% with an average of 6.6 false positives (FPs)
per CT scan on 15 CT scans but the size of database was not large. Hayashibe [8]
implemented an automatic method on mass chest radiographs for the detection of
new lung nodules. The marker locations are considered as regional minima and then
the watershed algorithm is applied. Mori et al. [9] do the extraction of bronchus area
from 3-D chest X-ray CT images. Initial finding of segmentation of CT scan using
convolution neural network (CNN) classification was highlighted by Dwivedi et al.
[10]. Alawaa et al. [11] suggest a new method for efficient training and detection of
cancerous elements found in lung CT images. Current literature suggests that there
is much work that has been already done in the field of lung cancer detection. How-
ever, the accuracy has not been attempted to improve with the help of fuzzy-based
approaches.
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2 Method, Results, and Discussion

Like other methods of CAD, the proposed method uses few important stages of
implementation of lung cancer detection. We have used different sets of methods
under each of the main stages, as described below.

Step 1: Read CT Image

Input CT image is read from databases of CT images of lung cancer images [National
Cancer Institute, Lung Image Database Consortium (LIDC), and Image Database
Resource Initiative (IDRI)] in JPEG formats. The image was described as having no
nodule (no cancer cell), having nodule size ≤3 mm, and those having nodule size
>3 mm. The image nodule size less than 3 mm has less probability of cancerous
elements, and more probable cases are in size of more than 3 mm.

Step 2: Gabor Filter-based Enhancement

We used standard Gabor filter Sinha and Patil [1] for the enhancement of CT images
that removes noise before subjecting them to subsequent stages of CAD.

Step 3: Thresholding-based Segmentation

Thresholding is most commonly used for segmentation task that first converts the
grayscale image into binary image, and based on threshold value T, it assigns two
levels to the images. A global value of threshold is selected and applied, which
operates as estimating initial value of T, segmentation using T, separation of pixels
greater and smaller thanT, computation of average intensities (m1 andm2) andfinally,
we calculate new threshold value as

Tnew = (m1 + m2)/2 (1)

We go on checking id |T − Tnew| > �T; otherwise, recalculate average and
determine new threshold by changing different values of T.

Step 4: Morphological Operation

Standard morphological operators of MATLAB are used, such as dilation and ero-
sion. Binary lung mask is calculated with the help of four-connected neighborhood
of all ones. The mask is multiplied with original lung CT images resulted from seg-
mentation. Now, creating binary mask, we select region of interest (ROI) for further
processing, as feature extraction.

Step 5: Feature Extraction

Texture features, local binary pattern, area, and perimeter are extracted and applied
to fuzzy inference system for classification and detection of lung cancer. Haralick’s
texture features are used based on moments of joint probability density function
(PDF), which is further estimated using co-occurrence of gray levels that are also
known as gray level co-occurrence matrix (GCM) as discussed in Sinha and Patil [1].
These matrices are calculated with the help of unit pixel distance for different angles
0, 45, 90, and 135°. Finally, we get four sets of different GCM texture features. Local
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Fig. 1 Result of image enhancement using Gabor filter

Table 1 Comparison of enhancement methods

Samples (CT images) PSNR (dB) in FFT PSNR (dB) in Gabor filter

Sub1 2.0324 16.4880

Sub2 7.8653 13.4033

Sub3 3.3805 15.2433

Sub4 3.9786 14.4634

Sub5 7.5149 14.1895

binary pattern (LBP) by Sinha and Patil [1] is then computed. Area and perimeter of
ROI are calculated as

Area =
∑

(White pixels in I(x, y)) (2)

Perimeter =
∑

(Boundary pixels in the image) (3)

Step 6: Fuzzy Inference System (FIS)

Fuzzy rules are applied for the identification of suspected regions in CT images. If
fuzzy score is more than 70%, then the probability of suspected region is more; for
less than 50%, the probability is less; and between 50 and 70%, the probability is
moderate.

The result of image enhancement for one of the CT images, using Gabor filtering,
is shown in Fig. 1 (original image is shown in left and the enhanced image is on right
side) (Table 1).

Results of segmentation using watershed method, as thresholding method, can be
seen in Fig. 2.

Now, CT images, both normal and abnormal, are processed using binarization
and morphological operations as suggested in Sinha and Patil [1]. Figure 3 shows
original image (left) and masked image (right) for normal image, and Fig. 4 shows
original image (left) and masked image (right) for abnormal image.

Table 2 shows the values of white pixels and black pixels calculated upon the
results of binarization operation.
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Fig. 2 Result of watershed segmentation method

Fig. 3 Original images of normal lung and masked image

Fig. 4 Representation of abnormal lung image and masked image of lung

Table 2 Feature extraction after binarization operation

Normal
image

No. of black
pixels

No. of white
pixels

Abnormal
image

No. of black
pixels

No. of white
pixels

Subn1 169826 88238 Suban1 37431 65654

Subn2 174856 126275 Suban2 84733 111347

Subn3 158354 142777 Suban3 132155 181985

Subn4 179584 121547 Suban4 6449 22751

Subn5 67196 77565 Suban5 37441 64603
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Fig. 5 Architecture of ANFIS algorithm

(a)ANFIS structure                 (b) Fuzzy rule editor

Fig. 6 ANFIS structure and rule editor

We counted number of black pixels for normal and abnormal cases and calculated
average of the pixels. The average results in the threshold value for the classification
of abnormal from normal. The number of white pixels is more in the abnormal lung
images and accordingly, we can see in Table 2 that white pixels are more in case of
abnormal images of various samples.

Finally, fuzzy inference system (FIS) employing the concept of neurons and imple-
mented as artificial neural network FIS (ANFIS) and the architecture of ANFIS
algorithm can be seen in Fig. 5.

Figure 6a represents the architecture ofANFIS and its rule editor executing various
fuzzy rules that can be seen in Fig. 6b. ANFIS has 2 inputs, 25 fuzzy rules, and 1
output.

The ANFIS has 25 fuzzy rules, which are shown in Fig. 7.
Figure 8 shows the results ofANFIS, inwhichFig. 8a depicts cancerous region and

Fig. 8b shows noncancerous region in CT image of lung cancer. This classification
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Fig. 7 Set of fuzzy rules

(a)Cancerous image    (b) Non-cancerous image

Fig. 8 a Cancerous image (area = 685.75 mm2 and ANFIS score = 76.59%) and bNoncancerous
image (area = 41.375 mm2 and ANFIS score = 36.54%)

is based on area and score values, and ANFIS accordingly classifies the cancerous
and noncancerous regions.
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Methods/images Existing methods [2, 4] Proposed method

Area Score Area Score

Sub1 305.25 40.45 305.25 43.45

Sub2 612 70.85 676 76.85

Sub3 500 70.79 524 75.79

Sub4 240.56 40.75 261.56 43.75

Sub5 345 40.8 363 43.8

3 Conclusions and Future Work

Lung cancer is said to have been one of the main causes of death. Automated system
of diagnosis and analysis of lung cancer CT images, use CAD system. The CAD
system used few important stages, namely, image acquisition, enhancement, seg-
mentation, feature extraction, and classification. This paper suggests a framework
of these stages, as a set of appropriate methods so that the lung cancer detection
becomes efficient and diagnosis accuracy is improved. ANFIS has helped the classi-
fication significantly, and the separation of cancerous and noncancerous regions has
been achieved. A framework of appropriate enhancement and segmentationmethods,
combined with ABFIS system, can greatly help the radiologists or physicians work-
ing toward lung cancer detection, especially at early stage. Robustness has always
scope to be improved and therefore this would be further improved in future work.
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Medical Image Compression Scheme
Using Number Theoretic Transform

Salila Hegde and Rohini Nagapadma

Abstract In this paper, a new methodology is proposed for the medical image com-
pression using number theoretic transforms or NTTs. NTTs are the discrete Fourier
transforms carried over finite fields and rings. All the arithmetic operations are car-
ried over a modulo number M. From the review of NTTs and their variants, it is
found that NTTs involve only real integers, and the transform is reversible and hence
no round-off errors in NTT-based algorithms. Another attractive feature is that NTTs
of regular structures are also regular. These factors lay the foundation for the pro-
posed lossless compression scheme of medical images. The variant of NTT known
as Fermat number transform (FNT) is used for the proposed compression scheme as
it involves less or no multiplications. The results obtained are favorable in terms of
compression ratio and reduced number of computations. Further study and research
is in progress to optimize the algorithm in terms of computations and hardware
implementation of NTTs for real medical images. It is forecasted that with the use
of dedicated hardware and optimization of these digital transforms, much higher
compression ratio at faster speed may be achieved.

Keywords Number theoretic transform · Fermat number transform · Lossless
compression ·Mersenne number transform

1 Introduction

In the recent years, hospitals all over the world generate huge number of images of
human body and internal organs for the reference of doctors and clinical specialists
to diagnose and treat various diseases. A digital computer stores these images as
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two-dimensional array of pixels of size M × N. An M × N binary image requires
M×N× 1 bits, and grayscale image requires M×N× 8 bits. An RGB color image
requires three times more storage than grayscale image of same size. Medical images
like CT scan, MRI, etc., are volumetric in size, and hence, their storage requirements
are significantly high. Bandwidth and speed are the issues to be considered as the
transmission of medical images is vital due to telemedicine and increasing use of
multimedia over the World Wide Web. These requirements make compression of
medical images a desirable preprocessing operation before storage and transmission
[1, 2].

Numerous image compression algorithms have been developed in the past decades
and are in use. They can be generally classified as lossy and lossless algorithms. Lossy
algorithms like JPEG and DWT-based algorithms give a large compression ratio but
fail in preserving the image quality as the algorithms used are irreversible [3–8].
They also suffer from blocking artifacts and round-off errors. On the other hand,
lossless algorithms perform better in preserving image quality as the algorithm is
reversible, but at the compromise of lesser compression ratio. Lossless methods also
require higher computational complexity [9, 10].

In this paper, a new lossless compression scheme is proposed by using a trans-
form known as number theoretic transform. NTTs are the discrete Fourier transforms
carried over finite fields and rings, and all the computations are modulo arithmetic
operations [11–13]. NTTs are in use since 70s, and since then there have been many
applications based onNTTs in the field of digital signal processing [14, 15]. There are
variants of NTTs, namely, Fermat number transform, Mersenne number transform,
pseudo-Fermat number transform, NMNT, etc., of which the former two transforms
are found attractive as they involve lesser number of multiplications or no multipli-
cations at all [16, 17]. As NTTs possess DFT like structures and properties, they
are found useful for convolution, correlation, digital filtering, faster FFT calculation,
etc. [18–21]. Even if there is a single entity change also in the given input, there is
a drastic change in its transform if we use NTT. This property is found useful for
efficient cryptographic applications [22, 23].

NTT of a regular structure is also regular and many coefficients are zero in the
transformdomain [24, 25].NTTs involve only integers as all the arithmetic operations
are carried over rings and fields over a modulo number M, and hence, NTT-based
algorithms need not suffer from round-off errors as in JPEG compression. NTTs
are highly reversible transforms. These features make NTT a very attractive option
for lossless compression. The proposed medical image compression is based on this
property. And also using FNT and by choosing a proper parameter for finding the
transform, there can be less number of computations as in other transform cases.
This paper is organized as follows. Section 2 reviews the definition of NTTs and
its variants. Section 3 explains the image compression methodology using FNT.
Sections 4 and 5 discuss implementation and results. Section 6 concludes with future
scope.



Medical Image Compression Scheme Using Number Theoretic … 45

2 Number Theoretic Transform

NTTs are discrete Fourier transforms carried over finite fields and rings. Transform
methods are useful when the data can be processed in blocks. A general structure of
the transforms is defined as

Y (K ) =
N−1∑

n=0

y(n)αnk (1)

It is found [26] that α is root of unity of order N, i.e., it has to satisfy the condition

αN = 1 (2)

If this condition is satisfied, then the transformswill have property ofCCP (circular
convolution property). DFT is the transform which has CCP and α is replaced by
exp(−j2π/N) [11]. In a finite field or ring of integers, all operations are carried out
modulo M, where M is an integer. There exist a large class of transforms which
have CCP. NTT belongs to such class. From the earlier work and literature on these
transforms, here the definition for 1D transform is given as below:

X(k) =
N−1∑

n = 0

x(n) αn/k mod M, k = 0,1, . . . ,N− 1 (3)

x(n) = (N−1
N−1∑

k=0

X(k)αnk) mod M,

n = 0, 1, 2, . . . ,N− 1 (4)

where M is some integer taken as a modulus. α is a root of unity of order N (i.e., αN

= 1 mod M). N is transform length. x(n) and X(k) are the signal and its transform.
It is desirable but not necessary that the modulus M is a prime number.

The 2D NTT and INTT are given by equations

X(k, 1) =
M−1∑

m=0

N−1∑

n=0

X(m, n)αmk
1 αnl

2 mod F (5)

x(m,n) = (N−1
N−1∑

k = 0

X(k,l)αmk
1 αnk

2 ) mod F

n = 0, 1, 2, . . . ,N− 1,m = 0, 1, 2, . . .M− 1 (6)

where F is the modulus; M, N are the dimensions of the 2D signal.
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3 Image Compression Methodology Using NTTs

Fermat number transform (FNT) and Mersenne number transform (MNT) are the
two significant variants of NTTs, where modulo M is given by Ft and Mp

F1 = 2b + 1,where b = 2t, t = 0, 1, 2 . . . . (7)

Mp = 2p − 1 (8)

FNT is advantageous in terms of computational complexity as all multiplications
can be replaced by shift operations by choosing α as 2 or multiples of 2. One more
useful property of this transform is that FNT of a regular structure is also regular, and
many coefficients will be zero. The foundation for image compression is that FNT
can compress regular data effectively [24, 25]. Figure 1a is a test image of size 8 ×
8 which has a periodic structure as Pr = 1, Pc = 4 where Pr and Pc are periodicities
along row and columns, respectively. Figure 1b is the 2D FNT of Fig. 1a. As can be
seen in the transform domain also, the coefficients appear in an order which has a
relation with the period of original image, and many coefficients are zero.

Based on these properties of FNT, in this section, a medical image compres-
sion/decompression methodology is proposed. Figure 2a, b is the encoding and
decoding models for the proposed medical image compression scheme.

(b)(a)

Fig. 1 a Periodic image of size 8 × 8. b FNT of Fig. 1b

Fig. 2 a Encoding model.
b Decoding model

(a)

(b)
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3.1 Encoding Model

3.1.1 Raw Image

A raw medical image of size M × M is selected, and in the preprocessing stage, its
8 bit planes are separated and stored as eight binary images. In the next stage, FNT
is carried out on these sets of binary images. And the result is encoded using RLE.

3.1.2 Preprocessing

In a gray scale image a pixel is represented using 8 bits. Upper bit planes carry most
significant information compared to lower bit planes. It is observed that in a medical
image as pixel redundancy is higher similarity between pixels in upper bit plane is
higher. Pixels are more ordered in upper bit planes and have more regular image
segments.

As FNT gives more number of zero coefficients on a regular image, the given gray
scale image is segmented into its individual bit planes before applying FNT. Now the
data element in these bit plane images has value either 0 or 1. Each bit plane image
is of size M ×M. Sub-images are formed using n number of consecutive bit planes
to make them more regular. For example, the input raw image may be separated as
four images of M × M size by grouping consecutive 2 bit planes. Ex: grouping bit
plane 8 and 7. Similarly, two sub-images may be formed using upper 4 bit planes and
lower 4 bit planes. This grouping is being done depending on the pixel correlation
property.

3.1.3 FNT on Bit Plane Images

From the previous block, n numbers of sub-images using bit planes are obtained,
which have more number of regular image segments. In this section, FNT is carried
on all these n numbers of sub-images using 2D FNT. The given sub-image is divided
into k numbers of blocks of 8 × 8 size. 2D FNT is applied in these blocks. If all
coefficients of B (block) are either 0 or 1, 2D FNT of such blocks has B0,0 element
as 0 or a distinct value x. Hence, the block is encoded as 00 or 01 which saves 62
bits for a block. Otherwise, it is encoded as 10, and 1D FNT is carried on all eight
rows of 8 × 8 blocks B and it is repeated. In 1D FNT also, the block is encoded as
00 or 01 or 10. If it is 10, then all 8 bits of that row are added to the encoded stream.
This algorithm is carried out on all k blocks of sub-image, and the encoding stream
is obtained. The following is the pseudocode for encoding and decoding:
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3.1.4 Algorithm for FNT Encoding

Find total number of blocks k
For (j=1 to k)
{
Apply 2D FNT on Block Bj of size 8x8
If Bj(0,0) == 0 then encode it as 00
Else if Bj(0,0) == value in last column of Table 1  then encode it as 01
Else
{ Encode it as 10 
for r= 1 to 8
{
Apply 1D FNT on rows of Block B i.e. Bjr
If Bjr(0,0) == 0 then encode it as 00
Else if Bjr(0,0) ==  value in last column of Table 1  then encode it as 01
Else Encode as 10 and append all 8 bits of Bj,r to encoded stream } } }

Encoded bit stream E1 is obtained, run-length encoding is performed, and final bit
stream E2 is stored as compressed data.

3.2 Decoding Stage

Here the received data E2 which is compressed is decoded to get back encoded bit
stream E1, which is further decoded to get back FNT coefficients. IFNT is applied on
the decoded sub-images, and eight sub-images are obtained. In the post-processing
stage, these sub-images are concatenated to get final gray scale decompressed image.

4 Implementation

In this section, the implementation details are discussed. All implementations are
done using 64-bit processor on Windows-10 platform using MATLAB-13 version
software. The following FNT parameters are chosen after studying the properties
and verifying results using MATLAB code. Refer Table 1 for parameters for image
block of different sizes.
The last column values are used to decode the FNT result as in algorithm explained
in Sect. 3. Test images of different sizes used are shown in Figs. 4a, 5a, 6a, 7a and 8a.
Results are obtained for these images by applying FNT on sub-images constructed
using 1 bit plane, 2 bit planes, and 4 bit planes of input image. In case of 1 bit plane,
FNT of 8 sub images are taken and the result is encoded; in case of 2 bit plane FNT
is carried out on four sub-images; and in case of 4 bit planes, FNT is carried out on
two sub-images using convenient FNT parameters. Compression ratio in each case
is calculated as
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Table 1 NTT parameters for different block sizes

Size of block (B) Fermat number Alpha Result after FNT

N × N t Ft α Value of coefficients

16 × 16 0 3 4 All 1 s

16 × 16 1 5 6 All 1s

16 × 16 2 17 2, 6 B (0, 0) = 1, All other 0 s

16 × 16 3 257 2 B (0, 0) = 256, All other 0 s

8 × 8 0 3 4 All 1 s

8 × 8 1 5 6, 16 All 4 s

8 × 8 2 17 2, 8 B (0, 0) = 13, All other 0 s

8 × 8 3 257 4 B (0, 0) = 64, All other 0 s

4 × 4 0 3 4, 16 All 1 s

4 × 4 1 5 2, 8 B (0, 0) = 1, All other 0 s

4 × 4 1 5 6, 16 All 1 s

4 × 4 2 17 4 B (0, 0) = 16, All other 0 s

4 × 4 3 257 16 B (0, 0) = 16, All other 0 s

Compression Ratio(CR)

= Size in bits of original images/Size in bits of compressed image

In the decompression process, IFNT is carried out on decoded sub-images, respec-
tively. FNT forward and reverse transformation matrices are computed from Eqs. 5
and 6. For both forward and reverse transforms, direct transformationmethod is used.
That is, V=N.U.NT where N is the transformation matrix, and U is the input image.

5 Results

Test images are taken from theWorldWideWeb. Images of different sizes are chosen
based on their spatial frequency measure (SFM) [27] as in Table 2. SFM is defined
as

SFM =
√
R2 + C2,

R =
√√√√ 1

MN

M∑

j=1

N∑

K=2

(fj,k − fj,k−1)2,
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Table 2 SFM, CR, and compression time for different images

Image Size SFM CR bit plane
8–1

Compression time(sec)

Angio.jpg 64 × 64 8.44 15–14.22 0.33

Skull.jpg 64 × 64 4.24 18–15 0.31

CTmono.jpg 128 × 128 9.008 18.61–15.7 0.043

CTort.jpg 128 × 128 6.86 24.97–14.22 0.037

CTL.jpg 128 × 128 3.82 30–14.42 0.032

Gd.jpg 256 × 256 5.07 49.95–14.22 0.097

Gd1.jpg 256 × 256 5.98 26.09–18.38 0.094

Image4.jpg 512 × 512 4.77 47.6–16.65 1.9

Image5.jpg 512 × 512 4.79 58–14.3 1.7

(b)

(a)

Fig. 3 a Bit plane 1 to bit plane 4 of skull.jpg. b Bit plane 5 to bit plane 8 of skull.jpg

C =
√√√√ 1

MN

N∑

k=1

M∑

j=2

(fj,k − fj−1,k)2 (9)

where R is row frequency; C is column frequency; fj,k represents pixel at row and
column position j, k; and M and N are row and column sizes of image.

An image with large SFM has less redundancy and less compression and vice
versa. Each image is divided into its bit plane images. Figure 3a, b shows different
bit planes of image skull.jpg.

FNT is carried out on each bit planes which is shown in Figs. 4b, 5b, 6b, 7b and
8b. Table 2 lists the SFM, compression ratio for different bit planes, and time taken
in seconds. Compression ratio for eighth bit plane is maximum and first bit plane is
minimum as higher bit planes have more redundancy than lower bit planes. Images
are not shown according to actual size.

From this preliminarywork carried out, it is estimated that the proposedmethodol-
ogy gives comparable compression ratio and time, and in some cases, it outperforms
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Fig. 4 a Angio.jpg size
64 × 64

(a) (b)

Fig. 5 a Skull.jpg size
64 × 64

(a) (b)

Fig. 6 a CTmono.jpg size
128 × 128

(a) (b)

Fig. 7 a CtL.jpg size
128 × 128

(a) (b)

Fig. 8 a CTort.jpg size
128 × 128

(a) (b)
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other existing methods. Since number theoretic transforms are reversible transforms
and totally error-free, the proposedmethodology completely recovers the compressed
image. And also by choosing α = 2, all multiplications can be accomplished by sim-
ple shift operations and speed also enhanced.

6 Conclusion and Future Scope

In this researchwork, properties of number theoretic transforms and their variant FNT
are verified, and a new compression scheme formedical images is implemented using
Fermat number transform. The algorithm is applied to medical images of different
sizes, and the obtained results are favorable in terms of compression time and ratio
when compared to lossless methods JPEG-LS and JPEG 2000. Further work will be
carried out to apply 1D FNT on the rows of a block if 2D FNT doesn’t compress
the N × N block. This is expected to give further improvement in compression
ratio. With dedicated hardware using ASIC implementation and parallel computing
paradigms, further improvements can be achieved [28, 29]. Hence, it is forecasted
that it is worth developing NTT-based algorithms for medical images as they prove
superior in terms of higher compression ratio and faster computation.
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The Retinal Blood Vessel Segmentation
Using Expected Maximization Algorithm

R. Murugan

Abstract The Retinal Blood Vessel segmentation plays a vital role in automatic
retinal disease screening systems. It helps in the screen process of glaucoma, diabetic
retinopathy, and other eye- related diseases. The primary objective of this paper is
to consequently segment the vessels in fundus retinal pictures, which encourages
us in diabetic retinopathy screening. The initial enhancement of image is carried
out using Histogram Equalization. After which, the green channel of the image is
applied with morphological image processing to remove the optic disc. The image
segmentation is then performed to modify the intensity of contrast and little pixels
viewed as noise are evacuated. The obtained image would represent the blood vessels
of the original image. This paper proposes an expected maximization algorithm to
segment the blood vessels in the human retina. The novelty of these method is
to perform uniform intensity distribution in retinal images. The proposed method
was tested by publicly available datasets such as DRIVE, STARE, MESSIDOR,
DIARETDB0, and University of Lincoln. The proposed method has obtained an
average area under receiver operating characteristics of 0.9203.Moreover, this shows
a better performance than other state-of-the-art methods.

Keywords Retina · Blood vessels · Diabetic retinopathy · Histogram
equalization · Optic disc ·Morphological processing

1 Introduction

The Blood Vessel Segmentation (BVS) is a fundamental advance in the medicinal
finding of retinal fundus pictures as it helps in the determination of visual infections
like Diabetic Retinopathy (DR). DR is an intricacy of diabetes and is a noteworthy
reason for visual deficiency in created nations. The patients probably won’t see lost
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vision, until the point that it turned out to be excessively extreme, henceforth early
determination and opportune treatment is fundamental to defer or anticipate visual
impede and even visual impairment. The BVS can improve screening for retinopathy
by lessening the quantity of false positive [1]. It chiefly influences about 80% of
patients experiencing diabetics for a long time ormore [2]. DR is a dynamic infection,
which can progress frommellow stage to the proliferative stage. For themost part, DR
is characterized into two principal stages, to be specific Non-Proliferative Diabetes
Retinopathy (NPDR) and ProliferativeDiabetic Retinopathy (PDR). NPDR is further
classified to mild, moderate, or severe stages. DR mainly occurs due to changes in
blood vessels of retina, as the blood glucose level increases. The walls of the blood
vessels will then become weak and start to break and leaks the blood around them.
Afterward, the cells in the retina will bite the dust from an absence of sustenance
and the vessels may quit conveying blood for all time. Accordingly, old vessels
do not work appropriately and new but rather unusual ones will develop to take
their place. They cannot support the retina legitimately and may develop into the
straightforward internal piece of the eye, and further influence vision [3]. However,
manual BVS isn’t reasonable on the grounds that the vessels in a retinal picture are
mind boggling and have low contrast [4]. This paper displays a computerized BVS in
the human retina. The remaining part of the paper is organized as follows. The related
works are presented in Sect. 2. Section3 presents the methodology. The results and
conclusions are discussed in Sects. 4 and 5, respectively.

2 Related Works

This literature analysis provides the most generally proposed vessel segmentation
algorithms to segment blood vessels in the retinal fundus images [2]. In vessel seg-
mentation algorithms the input image first undergoes a preprocessing step, which
typically concerns noise suppression, data normalization, contrast enhancement and
conversion of color image to grayscale image. The necessary of preprocessing steps
is to characterize the image features from various image modalities such as contrast,
resolution, noise, etc. This literature survey presents an overall workflow of existing
vessel segmentation algorithms. Furthermore, the existing segmentations are catego-
rized into four different sections such as vessel enhancement [2], machine learning
[2], deformable models [2], and tracking of vessels [2]. Through vessel enhancement
approaches, the quality of vessel perception is improved, e.g. by increasing the vessel
contrast with respect to background and other noninformative structures. A strong
and established literature on vessel enhancement approaches already exists. Exam-
ples include matched filtering [5], vessels-based approaches [6], Wavelet [7], and
diffusion filtering [8]. These methods provide the optimal resolution and contrast in
both time and frequency domains. There are two principal classes of machine learn-
ing approaches: unsupervised [9] and supervised [10]. The former finds a model able
to describe hidden arrangement of input image-derived features, with- out any prior
knowledge or supervision, while the latter learns a data model from a set of already
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labelled features. The deformable models think about bends or surfaces, character-
ized inside the picture space, that can move and disfigure affected by interior and
outside forces. The previous is intended to keep smooth amid the disfigurement while
the last is drawn in toward the vessel limit. Deformable model methodologies can be
isolated in edge-based [11] and region- based [12]. Blood vessel tracking algorithms
usually consist in the definition of seed points followed by a growth process guided
by image-derived constraints. Seed focuses can be either physically characterized or
gotten through vessel upgrade approaches. The following methodologies are espe-
cially valuable to fragment-associated vascular trees, for which the division can be
accomplished utilizing a predetermined number of seed focuses. The tracking meth-
ods can be isolated in template matching [13], model based [14], finding minimum
cost path [15], and cost function estimation [16]. In view of the survey, distinctive
BVS methods are right now utilized in DR screening and a proper decision of the
segmentation algorithm is compulsory to manage BVS attributes such as resolution,
noise, and vessel contrast. Hence, this paper has introduced to adopted the BVS
attributes.

3 Methodology

The BVS is one of the key processing in DR screening. The separation of the fun-
dus image will when all is said in done, be splendid at within and decline along
the edge, consequently pre-processing is essential to restrain this effect and have a
continuously uniform image. After which, the green channel of the image is applied
with morphological image processing to remove the optic disc. The segmentation is
then performed to change the difference force and little pixels viewed as clamor are
expelled. Another green channel picture is prepared with segmentation and joined
with the veil layer. These two pictures are analyzed and the distinctions are expelled.
The obtained image would represent the blood vessels of the original image. The
proposed methodology is shown in Fig. 1. This section discusses in greater detail of
the extraction of the blood vessels. The fundus image is first preprocessed to stan-
dardize its size to 576× 720. The intensity of the green channel is then inverse before
adaptive histogram equalization is applied.

3.1 Green Component Estimation

The vessel, by and large, has cut down reflectance differentiated and establishment
of the retina, the green component estimation was used in the examination and it
shows the best multifaceted nature between the vessels and the establishment of the
retina. The vessels seem more differentiated in the green band than in the red or blue
groups, subsequently, the green part of the picture is utilized. The green component
of retinal image will have the black and white fundus image and it retains its color
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Fig. 1 Proposed methodology

property throughout the image process. In the next step, the green component image
is inverse. Here, the white image is complemented to black image and black image
to white image. Thus, it gives more clear identification of Blood Vessels.

3.2 Histogram Equalization

The fundus image often contains background intensity variation due to nonuniform
illumination. In background pixel of the retinal image, there will be different intensi-
ties in the same image. In order to make the image contrast equal, Contrast Adaptive
Histogram Equalization is used (CAHE). The CAHE is a technique used for the
contrast improvement in the image. This method differs from ordinary histogram
methods, where this method computes several histograms and each identifies light-
ness values of retinal image.

3.3 Morphological Operations

Morphological tasks are a lot of picture preparing activities that dissects the shapes
inside the picture. It applies an organizing component to the information picture and
yield picture of a similar size. The yield estimation of every pixel is controlled by the
neighboring pixels with its relating pixel of image information. The size and state of
the organizing component influence the number of pixels being included or expelled
from the article in the image. The fundamental morphological tasks, for example,
dilation, erosion, and opening are utilized in this progression.
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3.4 Optic Disc Removal

The Optic Disc is a circular patch in the posterior part of eye. It can be removed from
the retinal fundus image by subtracting the morphological opening applied image
from adaptive histogram equalization applied image.

3.5 Border Detection

Theborder formation is to cleanoff the noisy edges.Here, two strategies are utilized in
the discovery of roundabout outskirt of the image. The grayscaling picture rather than
the green station is utilized as it is progressively productive in fringe identification.
The principal strategy utilizes a vigilant technique to identify the edges previously
encasing the round locale with a best and base bar. The border detection is gotten in
the wake of subtracting the expanded image with the disintegrated image [2]. It is
enacted when a boisterous picture is acquired rather than a roundabout fringe. This
technique inverses the force of the picture first before picture division is connected.
The roundabout area is filled accordingly and the round fringe is gotten subsequent to
subtracting the expanded picture with the dissolved image. The last veins are divided
after the expulsion of the roundabout outskirt.

3.6 Blood Vessel Segmentation

The blood vessel is segmented by the proposed Expected Maximization (EM) algo-
rithm. The EM algorithm was derived to correct intensity inhomogeneity for bias
fields correction of Magnetic Resonance Images (MRI) brain images by Neil et al.
[17]. Then, the EM algorithm was developed to segment MR image by Leemput
et al. [18]. The limitation of EM algorithm is that intensity distribution in brain
image. This methodology presents EM algorithm to segment blood vessels in the
human retina. The intensity distribution is addressed by the preprocessing step. The
EM segmentation algorithm is more sensitive than K-means and Fuzzy c- means
algorithms.

The EM is an optimization method (Shown in Eq.1) to estimate unknown param-
eters θ , given measurement data U and unknown hidden nuisance variable J. In
specific cases the posterier probability parameters θ may be maximize by the given
data U, marginalizing hidden nuisance variable J. Here, the unknown parameter is
blood vessels, the measured data is border of the image, and the hidden variable is
optic disc.

θ = argmaxθ

∑

Jεξ

(
θ,

J

U

)
(1)
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x1, x2, x3 . . . xn and model p(x,z) where z is the latent variable.

l(θ) =
m∑

i=1

logp(xi , θ) (2)

l(θ) =
m∑

i=1

log
∑

z

p(xi , θ) (3)

The log-likelihood is described in terms of x, z, and θ . But z the latent variable
is unknown, and for finding these unknown variables, the approximations has taken
place. E step for each i

θi (z
i ) = p

(
zi

xi
, θ

)
(4)

M step for all z

θ = argmaxθ

∑

i

∑

zi

θi z
i log

p(xi , zi,θ)

θi zi
(5)

where θi is the posterior distribution of zi given the xi Finally, the unknown variable
θ that is blood vessels are segmented.

4 Results

4.1 Dataset

The database used for blood vessel segmentation is shown in Table1. Thus, a set of
1550 retinal pictures is tried in which 679 pictures are ordinary and 871 pictures are
strange for a mechanized segmentation of vessels in the retina.

A MATLAB (2017b) prototype was used to run the algorithm developed for the
extraction of blood vessels in retinal images for each image on a laptop (2.50 GHz
Intel(R) Core(TM) i5-2450M CPU and 4.00 GB RAM). First, as the contrast of
the fundus image tends to be bright at the center and diminish at the side, hence
preprocessing is applied to minimize this effect and have a more uniform image.
After which, the green channel of the image is applied with morphological image
processing to remove the optic disc. The segmentation is then performed to modify
the difference in force and little pixels viewed as commotion are removed. Another
green channel picture is handled with picture division and joined with the cover
layer. These two pictures are analyzed and the distinctions are expelled. The acquired
picture would speak to the veins of the first picture. Figure 2 demonstrates the well-
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Table 1 Database used for vessel segmentation

S.No Dataset Total images Normal images Abnormal images

1 STARE 81 31 50

2 DRIVE 40 33 7

3 MESSIDOR 1200 546 654

4 DIARETDB0 130 20 110

5 UNIVERSITY
OF LINCOLN

99 49 50

Total 1550 679 871

Fig. 2 a Input image. b Green component image. c Intensity inversion image. d Histogram equal-
ized image. e Morphological image. f Optic disc removed image. g Grayscale image. h Optic disc
detected image. i Border removed image. j Blood vessel segmented image

Fig. 3 a DRIVE. b STARE. c MESSIDOR. d DIARETDB0. e University of Lincoln
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ordered yield of the proposed EM calculation and Fig. 3 demonstrates the example
of pictures of utilized datasets.

Theperformanceof the proposedbloodvessel segmentationmethodwas evaluated
by means of the Receiver Operating Characteristic (ROC) curve stated by University
of Nebraska, Medical Center, Department of Internal Medicine. The ordinate of the
ROC curve is the sensitivity, which is the capacity of the technique to characterize
the irregular pictures and the abscissa is identified with the explicitness, which is
the capacity to arrange the typical pictures. The values of the sensitivity and the
specificity have been obtained by Eqs. 6 and 7, respectively, the value of the area
under the ROC curve (AUC)is described using dice similarity coefficient by Eq.8.

Sensi tivi t y = TruePosi tive

TruePosi tive + FalseNegative
(6)

Speci f ici t y = TrueNegative

TrueNegative + FalsePosi tive
(7)

AUC = 2TruePosi tive

FalsePosi tive + FalseNegative + 2TruePosi tive
(8)

Fig. 4 Roc curve for various datasets. a STARE. b DRIVE. c MESSIDOR. d DIARETDB0. e
University of Lincoln
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Fig. 5 Comparison of area under ROC in DRIVE dataset

The AUC curve was generated for tested datasets that can be found in Fig. 4.
The obtained AUC value is compared with other state-of-the-art methods, proposed
by Ganien et al. [19], Manis et al. [20] and Wang et al. [21], out of which the EM
algorithm has produced better values that can be found in Fig. 5.

5 Conclusion

This paper proposes a novel blood vessel segmentation algorithm for retinal fundus
images. The proposed framework deployed several fundamental image processing
techniques. The backbone of this algorithm is newly proposed for blood vessel seg-
mentation. The experimental results demonstrate that proposed algorithm outper-
forms the state-of-the-art approaches in terms of area under ROC curves over the
five publicly available datasets such as STARE,DRIVE,MESSIDOR,DIARETDB0,
and University of Lincoln.
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Classification Algorithms to Predict
Heart Diseases—A Survey

Prakash Ramani, Nitesh Pradhan and Akhilesh Kumar Sharma

Abstract It has been observed that the deaths due to heart disease are increasing
day by day, and therefore, the need arises for predicting cardiovascular diseases
beforehand. By predicting heart disease in advance, one can start the treatment at
an early stage and avoid life-threatening situations. In this research article, models
using various classification algorithms are generated, and prediction accuracy is
compared. Artificial neural network has the highest prediction accuracy among the
other algorithms, viz., K-Nearest Neighbors (KNN), Decision Tree (DT), Support
Vector Machine (SVM), and Gaussian Naïve Bayes (GNB), and Artificial Neural
Network (ANN) is used for generating models.

Keywords K-nearest neighbors · Decision tree · Support vector machine and
Gaussian Naïve Bayes · Artificial neural network · Prediction · Accuracy

1 Introduction

Heart disease refers to problems associated with the heart. According to the Centers
for Disease Control (CDC), the major cause of death in the United Kingdom, United
States, Canada, and Australia is heart disease. In United States, one in every four
deaths is due to cardiovascular diseases [1].

Congenital heart disease, arrhythmia, coronary artery disease, dilated cardiomy-
opathy, myocardial infarction, heart failure, hypertrophic cardiomyopathy, mitral
regurgitation, mitral valve prolapse, and pulmonary stenosis are different types of
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heart diseases [2]. If a life-threatening disease is not treated timely, it may result in
death.

With the advancement of technology and artificial intelligence, it has become
possible to predict the diseases in advance and avoid life-threatening situations.
There are several machine learning algorithms which can be used to generate disease
prediction models [3].

1.1 Machine Learning Algorithms

Broadly, machine learning is classified as supervised learning and unsupervised
learning.

1.1.1 Supervised Learning

In this, the model is trained using known class data, that, is both the input and output
are known. Based on the differences in the input and predicted output, the connection
weights between the neurons are adjusted tominimize the predicted output and actual
output. Test data is then fed into the model to check the accuracy of the model.
Supervised learning is further classified into regression and classification.

Regression

Regression is a predictive technique in which there is a linear relationship between
the dependent (outputs) and independent variable (inputs). Some of the important
regression techniques, which can be used for either classification or regression, are
simple linear regression, multiple linear regression, polynomial regression, support
vector regression, ridge regression, lasso regression, elastic net regression, Bayesian
regression, decision tree regression, and random forest regression [4].

Classification

Classification is a noncontinuous prediction technique [5]. In this, the output is not
always continuous in nature. Some of the important classification techniques used
in machine learning for various applications are logistic regression/classification, K-
nearest neighbors, support vector machines, kernel support vector machines, Naïve
Bayes, decision tree classification, and random forest classification [6].

Classifiers (models) based on Artificial Neural Network (ANN) also play an
important role in the case of classification/prediction. The architecture of ANN
consists of three different layers: input layer, hidden layer, and output layer. Each
layer has some number of neurons; on the basis of these neurons, information
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passed through the input layer to the output layer for obtaining the output of predic-
tion/classification [7].

This research article compares K-nearest neighbors, decision tree, support vector
machine, Gaussian Naïve Bayes, artificial neural network, and machine learning
algorithms.

1.1.2 Unsupervised Learning

Unlike supervised learning where models are trained using known class data, that
is, both the input and output are known, unsupervised learning uses datasets without
knowledge of class labels.

2 Related Work

To predict the probability of cardiac arrest, ICU transfer, or death, Edelson et al. [8]
developed a machine learning analytic gradient boosting machine model. They used
only three parameters: age, heart rate, and the respiratory data [8] for training the
model.

Hayeri et al. [9] proposed the continuous glucose monitor and the fitness wearable
devices for training the algorithms, and the data from each participant was utilized
to get significant predictions and accuracy.

Ahmad et al. [10] suggested and discussed heart failure which is a very complex
clinical syndrome. This article also shows the various heterogeneous treatments and
the responses as per the syndrome to prevent it. In this, the cluster analysis is used
and the novel analytic approach can transform the future heart failure clinical trials.

Stewart et al. [11] suggested artificial intelligence-based conceptual techniques
that are used to provide the emergency medical support in the recent years; this paper
is very important to discuss and give an idea of a research in the field of emergency
medicinal situation.

Stone et al. [12] discussed the effects and analysis of calcium formation and effects
by which coronary arteries may be blocked due to the calcium formation and as a
result of this, various disorders arise. The difficulty in treating as well as diagnosing
itself is a challenge. The channel blockage has many bad effects or it can also cause
death of human being.

The research article by Churpek et al. [13] discussed the conventional regression
for the disease prediction. The research also demonstrates the latest challenges in the
said domain of cardiovascular diseases in detail. Garg et al. [4] emphasized the linear
regression-based analysis and their impact in predicting the accuracy of liver cancer.
The detailed comparison of various algorithms has been done. The study proposes
and analyzes the feature subset selection and the usage of the genetic algorithm [14]
for the prediction of the heart related disease.
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3 Methodology

• Data Collection: The data related to cardiovascular disease was collected from
the UCI Machine Learning Repository [15]. The models were generated using the
Hungarian data. There are 294 instances and 76 attributes but only 14 attributes
have been used in the paper. The reason to choose 14 attributes out of 76 is as
per the literature survey, only 14 attributes have the relevance in predicting the
heart disease. All published experiments have used only 14 attributes out of 76
attributes. The attributes like patients ID number, Social Security Number, pain
location, etc., have no relevance in predicting the heart diseases so such types of
attributes have been dropped from the dataset.

• Data Preprocessing: Some of the instances in the dataset were containing some
missing value for one or more attributes, which were replaced by the mean of the
attribute. The value of the attribute “num” ranging from 0 to 4 indicates absence
(value 0) and presence of heart disease (values 1–4), which has been replaced with
attribute ‘class’ indicating presence (value 1) and absence (value 0) of the disease.

• Model Generation: Four different models (classifiers) were generated using the
KNN, DT, SVM, GNB, and ANN algorithms. 80% of the total instances were used
for training the algorithm.

• Testing of theClassifiers: The five of the classifiers generated using thementioned
algorithms in the previous step were tested using the 20% of the total instances
and the results (accuracy) obtained recorded.

• Model Comparison: The models were compared based on the precision, recall,
F1-measures, and accuracy.

• Results and Discussion: The testing of the five classifiers has been done using
20% of the total instances (i.e., 59 instances), and the results are analyzed and
discussed in the next section.

4 Results and Discussion

Models are compared based on Precision (P), Recall (R), F1-Measure (FM), and
accuracy, which can be calculated using the following formulas:

P = TP/(TP + FP)

R = TP/(TP + FN)

FM = (2 ∗ P ∗ R)/(P + R)

Accuracy = (TP + TN)/Total No. of Instances
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Fig. 1 Comparison of classifiers on various parameters

Table 1 Test results in terms of True Positive (TP), True Negative (TN), False Positive (FP),
False Negative (FN), and accuracy. Precision, recall, F1-measure, and accuracy obtained on 59 test
instances applied on models generated using algorithms: K-Nearest Neighbors (KNN), decision
tree (CART), Support Vector Machine (SVM), and Gaussian Naïve Bayes (GNB)

Classifier (based on
algorithm)

TP TN FP FN P R FM Accuracy (in %)

KNN 34 8 3 14 91.89 70.83 79.99 71.18

CART 30 18 7 4 81.08 88.23 84.50 81.35

SVM 37 0 0 22 100 62.71 77.08 62.71

GNB 33 17 4 5 89.18 86.84 87.99 84.75

where TP stands for True Positive, FP stands for False Positive, FN stands for False
Negative, and TN stands for True Negative (Fig. 1).

FromTable 1, it is clear that among the four classifiers:KNN,DT, SVM, andGNB,
GNB classifier is best in terms of accuracy. Table 2 shows the accuracy observed
with ANN as classifier (Fig. 2).
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Table 2 Results using artificial neural network

Number of hidden layer Activation function used Number of epochs Accuracy (%)

4 ReLU 100 88.03

4 ReLU 200 91.45

Fig. 2 Comparison of classifiers based on accuracy

5 Conclusion

This paper presents various classifiers such as K-nearest neighbors, decision tree,
support vector machine, Gaussian Naïve Bayes, and artificial neural network to pre-
dict the heart diseases. It is observed that artificial neural network gives the best
results in terms of accuracy compare to all other classifiers, which is 91.45%.
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A Hybrid Filtering-Based Retinal Blood
Vessel Segmentation Algorithm

Piyush Samant, Atul Bansal and Ravinder Agarwal

Abstract The proposed work compares three unsupervised segmentation algo-
rithms for retinal vessel segmentation. In the first stage, uneven light illumination
has been removed using morphological operation and with contrast stretching algo-
rithm intensity, normalization has been done. Thereafter, image enhancement has
been performed using multiple combinations of filtering algorithms. Finally, using
deformable models, Fuzzy c-means and K-means clustering algorithms, segmenta-
tion has been performed. After image enhancement using the combination of filters,
three segmentation algorithms have been applied and compared. Finally, the seg-
mented images are classified using ground truth standard images and six parameters
named as accuracy, sensitivity, specificity, an area under the curve, connectivity area
length, and theMatthewsCorrelationCoefficient have been calculated.All the above-
aforementioned algorithms have been tested over three publicly available datasets
such as DRIVE, STARE, and CHASE-DB-1.

1 Introduction

In medical diagnostics, information about the health condition of an individual can
be predicted by the biomedical images. Different imaging modalities have been
used to capture images of different organs and for different purposes. Retinal image
analysis is a new technique among all, and is getting popular in ophthalmology as a
reliable diagnosticmethod.A number of eye-related diseases like glaucoma,Diabetic
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Retinopathy (DR), hypertension, etc., can be diagnosed by the retinal images. DR
is the most prominent reason for vision loss in the diabetic patients. A total of 285
million peopleworldwide are affected by the diabetes [1].Retinal images are acquired
from the back of the eye using funds photographic camera, which consists of a flashed
camera with a microscopic mechanism [2–4]. To examine the DR from the retinal
images, vessels have been segmented and analyzed [5]. Hence, system performance
depends on the accurate vessel segmentation, and a wrong segmentation may lead
to an inaccurate diagnosis [6].

Vessel segmentation algorithms have been broadly classified into two classes:
supervised and unsupervised segmentation algorithms [7, 8]. Supervised algorithms
used pre-labeled images in order to train the systemswith the help of ophthalmologist
[9–14]. Elisa et al. [15] presented an algorithm, which combines the supervised
and unsupervised algorithm [16, 17]. Unsupervised segmentation techniques are
free from any user interface and involvement. Elena et al. [18, 19] presented an
improvement by considering the blood vessels according to their orientation in the
retinal image.Maria et al. [20] proposed amorphological and iterative region growing
algorithm-based vessel segmentation technique. Al-Diri et al. [21] utilized the ribbon
of twins active counter model to capture vessel edge. All the vessel segmentation
models discussed above have limitation in segmentation of some very tiny vessels and
also the classification models show low sensitivity [22–24]. At the same time, there
is a need for fully automatic, fast, and reliable algorithm with no initial configuration
of parameters, so that a nonmedical practitioner can also utilize the technology.

2 Proposed Methodology

Figure 1 shows the steps followed and is explained as follows:

2.1 Nonuniform Illumination Removal and Intensity
Normalization

Nonuniform illumination can occur because of the position of the camera sensor
and uneven light reflection. Nonuniformity has been removed using morphological

Fig. 1 Diagram of proposed methodology



A Hybrid Filtering-Based Retinal Blood Vessel Segmentation … 75

operations. A conventional top-hat transformation has been applied with the help of
multiple construction elements. To normalize the intensity of the images, contrast
stretching has been applied to all three planes of the color retinal images [25, 26].
Each pixel of the plane has been normalized in range (α1 − α2) as

R0(x) = [Ri (x) − Ri (min)]
[

α2 − α1

Ri (max) − Ri (min)

]
+ α1 (1)

G0(x) = [Gi (x) − Gi (min)]
[

α2 − α1

Gi (max) − Gi (min)

]
+ α1 (2)

B0(x) = [Bi (x) − Bi (min)]
[

α2 − α1

Bi (max) − Bi (min)

]
+ α1 (3)

2.2 Image Enhancement and Vessel Segmentation

After contrast normalization of the retinal images, filter-based image enhance-
ment techniques have been applied to enhance the vascular information. Two-
dimensional matched filtering [27] techniques give the improved vessel enhance-
ment. Anisotropic-oriented diffusion filter [16] also shows to be the good choice for
the small vessels and to remove background noise. In the presented research work,
the following combination of filters has been used for further segmentation:

• Anisotropic-oriented diffusion filter followed by Matched filter (MF-AOD),
• Laplacian Gaussian filter followed by Matched filter (MF-LG),
• Anisotropic-oriented diffusionfilter followedbyGaborwavelet filters (GW-AOD),
• Laplacian Gaussian filter followed by Gabor wavelet filters (GW-LG).

After image enhancement for every combination of filters, deformable models [28]
such as Fuzzy c-means clustering and K-means clustering segmentation algorithms
have been applied.

2.3 Final Post Processing Enhancement

A final enhancement has been performed to remove small regions those are not elon-
gated structure. First using control limited adaptive histogram equalization (CLAHE)
[23] algorithm has been applied.
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3 Image Dataset and Evaluation Parameters

Three publically available databases DRIVE [14], STARE [28], and CHASE DB1
[27] are evaluated for the proposed algorithm. These images of different databases
have great variability with respec to the light illumination and contrast variation. The
error has been calculated as the difference in the segmented image and ground truth
images. Accuracy, Sensitivity, Specificity, Area Under the Curve (AUC), Connec-
tivity Area Length (CAL), and Matthews Correlation Coefficient (MCC) parameters
have been calculated for the performance evaluation of the classifier.

4 Result and Discussion

Standard ground truth images play a crucial role in evaluating the segmentation
performance.Also, the sensitivity and specificity,which have been used as a precision
measure inmost of the proposed algorithms alone cannot describe the performance of
the algorithm. In the present research work, AUC, CAL, andMCC are also computed
to evaluate the performance of the classification algorithm. Tables 1, 2, and 3 show
the results of all three classification techniques for their combination of different
filtering algorithms for DRIVE, STARE, and CHASE DB1 (Fig. 2).

The presented framework produces encouraging results for vessel segmentation
using unsupervised algorithms.

Table 1 Performance evaluation for DRIVE dataset

Classification
technique

Enhancement
using
filtering

DRIVE

Accuracy
(%)

Sensitivity
(%)

Specificity
(%)

AUC CAL MCC

Deformable
models

AF-MOD 94.96 81.89 95.25 0.9588 0.5838 0.7892

MF-LG 95.87 93.21 96.35 0.9614 0.6898 0.7447

GW-AOD 95.08 80.01 96.38 0.9594 0.6359 0.7744

GW-LG 95.38 79.10 78.11 0.9294 0.6532 0.7123

Fuzzy
C-means

AF-MOD 93.12 81.32 98.16 0.9747 0.6426 0.7387

MF-LG 94.23 82.34 98.45 0.9118 0.5983 0.7853

GW-AOD 93.89 74.34 98.02 0.9513 0.6025 0.7736

GW-LG 94.38 77.61 98.12 0.9327 0.6578 0.7894

K means
clustering

AF-MOD 94.73 71.58 98.10 0.8325 0.5871 0.7607

MF-LG 95.15 75.20 98.06 0.8315 0.7126 0.7023

GW-AOD 95.23 70.91 77.91 0.8437 0.7014 0.7790

GW-LG 96.96 81.45 98.66 0.8137 0.7235 0.7870
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Table 2 Performance evaluation for STARE dataset

Classification
technique

Enhancement
using
filtering

STARE

Accuracy
(%)

Sensitivity
(%)

Specificity
(%)

AUC CAL MCC

Deformable
models

AF-MOD 95.94 68.69 98.16 0.9253 0.6762 0.7682

MF-LG 91.44 84.30 92.05 0.2481 0.6815 0.7305

GW-AOD 89.53 86.06 89.79 0.8784 0.6255 0.7936

GW-LG 95.74 61.59 99.34 0.8394 0.6727 0.7023

Fuzzy
C-means

AF-MOD 95.18 75.38 96.83 0.6834 0.6698 0.7426

MF-LG 95.71 57.62 98.79 0.8528 0.6122 0.7369

GW-AOD 95.16 70.24 97.09 0.7020 0.6071 0.7752

GW-LG 94.67 58.98 98.63 0.7156 0.6515 0.7782

K means
clustering

AF-MOD 95.82 69.27 98.39 0.8856 0.7055 0.7175

MF-LG 95.50 61.79 98.75 0.7506 0.6330 0.7477

GW-AOD 95.00 74.29 97.02 0.8485 0.6617 0.7433

GW-LG 94.43 80.46 95.99 0.8065 0.6194 0.7633

Table 3 Performance evaluation for CHASE DB1dataset

Classification
technique

Enhancement
using
filtering

CHASE DB1

Accuracy
(%)

Sensitivity
(%)

Specificity
(%)

AUC CAL MCC

Deformable
models

AF-MOD 94.29 71.18 97.91 0.8397 0.6803 0.7711

MF-LG 94.17 72.40 97.68 0.8139 0.6193 0.7785

GW-AOD 94.15 71.03 96.65 0.7935 0.6926 0.7152

GW-LG 95.36 69.44 98.31 0.7817 0.6306 0.7792

Fuzzy
c-means

AF-MOD 95.45 70.27 98.28 0.9102 0.6142 0.7563

MF-LG 94.95 70.10 97.70 0.8736 0.6201 0.7128

GW-AOD 95.28 72.38 98.18 0.8536 0.6591 0.7275

GW-LG 93.13 78.38 97.75 0.8836 0.6438 0.7494

K-means
clustering

AF-MOD 94.84 73.07 98.11 0.8968 0.6308 0.7827

MF-LG 94.89 72.73 98.10 0.7823 0.6821 0.7833

GW-AOD 94.56 72.42 97.92 0.9025 0.6558 0.7177

GW-LG 94.48 74.67 98.03 0.8625 0.6520 0.7838
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Fig. 2 Filtered result by: aAnisotropic-oriented diffusion filter followed bymatched filter.bLapla-
cian Gaussian filter followed by matched filter. c Anisotropic-oriented diffusion filter followed by
Gabor wavelet filters. d Laplacian Gaussian filter followed by Gabor wavelet filters

5 Conclusion

In the presented piece of work, a new vessel segmentation algorithm has been devel-
oped, which is based on the combination of filters. Comparison of unsupervised
segmentation algorithms are also presented for different publicly available databases
and different combination of filters used for the image enhancement. The demon-
strated performance and effectiveness of the proposed algorithm makes it a suitable
choice for vessel segmentation. The proposed algorithm has a great potential for
diagnosis application.
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Laser Scar Classification in Retinal
Fundus Images Using Wavelet Transform
and Local Variance

Rashmi Raut, Visharad Sapate, Abhay Rokde, Samiksha Pachade,
Prasanna Porwal and Manesh Kokare

Abstract Diabetic retinopathy (DR) affects the vision of the person and may even-
tually lead to blindness. In the initial stage of the disease, patients are treated with a
laser to restrict its progression. Such laser treatment leaves behind scars on the retina
and patients are advised to undergo screening regularly to track further complica-
tions. This paper presents a novel retinal background characterization approach that
explores the potential of discrete wavelet transform and rotational-invariant variance
features for texture classification of retinal images with and without laser marks.
For this experiment, different classifiers, namely, support vector machine, naive
Bayes, neural network, and random forest classifiers are tested.We used two publicly
available datasets, namely, LMD-DRS and LMD-BAPT. In all cases, the proposed
approach obtained the sensitivity, specificity, and accuracy values higher than 68.9%,
70.2%, and 69.4%, respectively. It was found that all performance measures achieve
over 87.5, 89.4, and 86.7% for the classification task using random forest classifier.
These promising results suggest that the proposed technique can discriminate retinal
images having laser marks and without laser marks, and has the potential to be an
important constituent in computerized screening solution for retinal images.

Keywords Retinal image analysis · Laser scar detection · Diabetic retinopathy ·
Feature extraction · Computer-aided diagnosis · Discrete wavelet transform

1 Introduction

According to International Diabetes Federation (IDF) report [1], all over the world,
there were 415 million people suffering from diabetes in 2015. This number may
increase up to 642 million people in 2040. Diabetes may lead to complications like
diabetic retinopathy (DR), cataract, and glaucoma that may eventually lead to vision
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loss [2]. Hence, people affected with diabetes are advised to do regular screening of
the retina. To take care of such a huge population that needs screening of the retina
at the regular instances needs a computerized screening solution [3]. Hence, several
automated diagnostic systems are developed to detect diseases in retinal images.
Usually, the people in advanced stages of DR are treated by laser therapy to stop the
progression of vascular leaks [4]. This treatment results in scars on the retina due
to high-intensity light beam imposed on the retina. Nowadays, automatic screening
of retina plays an important role in prioritizing and timely treatment of the patients
[5]. However, the existing computerized frameworks do not allow screening of the
patients treated by laser. Hence, there is a need for system that can detect whether the
person is already treated by laser or not. It can be done by developing an algorithm that
can automatically identify the scars left on the retina by photocoagulation treatment.
Detection of these scarsmay enable the system to automatically differentiate whether
a person is already treated or not.

This paper presents a novel approach for the classification of laser and non-laser
retinal images using texture descriptors such as discrete wavelet transform (DWT)
and rotation-invariant local variance (VAR). The remainder of paper is structured as
follows: Sect. 2 presents the literature survey, Sect. 3 details the proposed approach
followed by results in Sect. 4 and conclusion in Sect. 5.

2 Related Work

There are very few methods developed for automatic laser scar detection in fundus
images. In [6], Syed et al. proposed a system which uses the automatic system for
finding the laser marks from colored retinal images. Classification is done using
support vector machine (SVM) where it was fed with three color, two texture, and
four shape features. The evaluation is done on a locally collected dataset of 380
images with 51 images having laser scars. It gave 94% sensitivity, 97% specificity,
and96%accuracy. In [7], Tahir et al. proposed a systemusing combinationofmachine
learning and image processing technique. The classification of laser marks was done
by minimum distance classifier. The features used consist of nine values calculated
by computing color and intensity. The classifiers used in the work were trained and
tested over local dataset. Dias et al. [8] proposed a method to spot the laser marks
using an automatic detection system. Training dataset had 40 images having laser
scars and 176 images without laser scars. A fourfold cross-validation procedure was
implemented with 75% of the dataset used for training and 25% of the dataset used
for testing. It resulted in sensitivity of 63% and specificity of 99%. Sousa et al.
[9] proposed a system which detects automatically the existence of laser scars in
retinal images. They used tree-based classifiers. The best result was obtained with
simple tree-based classifier with eight features as input. It achieved sensitivity and
specificity of 80.0 and 67.6 and 73.3 and 70.6% on publicly available LMD-BAPT
dataset using 5 and 50number of trees, respectively.As discussed very few techniques
are developed for laser scar classification and there is a lot of scope for improvement.
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Fig. 1 Block diagram of the proposed method

3 Proposed Method

We propose a novel method in the context of retinal laser mark screening using
the textural features. Initially, the input color fundus image (I ) is subjected to scale
standardization and then region of interest is extracted for further processing. Then
each color components, namely, red (Ir ), green (Ig), and blue (Ib) are separated and
processed to obtain feature set as shown in Fig. 1. For given input image I , discrete
wavelet transform (DWT) is applied on Ig and rotational-invariant local variance
(VAR) is operated on all three (R, G, and B) components (with neighborhood N = 8
and radius R = 1, 2, 3, 4, and 5). Further, the original image is processed to obtain the
optic disk (OD) and vessel mask that are used jointly to generate the structure mask.
Additionally, a region of interest (RoI) mask is generated using Ig . All of the masks
generated in last step are used for masking the result of the texture descriptors. At
last, the final feature set is obtained by computing the statistical measures on image
processed with both texture descriptors.

3.1 Preprocessing

This section presents the details of preprocessing steps: image scale standardization
and region of interest (RoI) extraction as follows.

3.1.1 Image Scale Standardization

Retinal image standardization is an essential step before extracting textural informa-
tion. Images used in this study are of different sizes. Further, the VARmeasure varies
with the change in the radius of neighborhood. Hence, the image scale is standardized
with reference to a fixed resolution using following expression:
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(a) (b) (c)

Fig. 2 Illustration of (a) fundus image Ig , (b) its FOV, and (c) RoI

Re = α

[
Apx (I )

Aθ
mm2(Retina)

]1/2

(1)

where Apx (I ) denotes the area (in pixels) of input image and Aθ
mm2(Retina) is the

area of captured retina (in mm2). α is the scaling factor for transformation of the
image I to the chosen resolution Re. Aθ

mm2 depends on the field of view (FOV) of the
input image and the corresponding value of Aθ

mm2 for 45◦ FOV is 124.8 mm2 [10].
We choose resolution Re = 50 pixels/mm to standardize all images.

3.1.2 Region of Interest Extraction

Once the image is resized, region of interest (RoI) is extracted using green plane (see
Fig. 2a) of the color fundus image I defined as Ig = (Ig(i))i∈R2 . Ig is chosen over Ir
and Ib planes as it has better contrast between the retinal atlas and the background.RoI
extraction is important step required for two reasons: (a) To reduce the region being
processed in the further steps and (b) To remove the texture information generated by
the edges of (FOV) mask in the last step. The FOV as shown in Fig. 2b is determined
as follows:

FOV =
{
1, g(i) ≥ g(mean)/2

0, otherwise
(2)

Now the RoI (as shown in Fig. 2c) is estimated by using the region properties such
as major and minor axis lengths to crop the boundaries of the FOV mask.

3.2 Structural Mask Generation

Optic disk and vessels are the normal retinal structures. It is important to detect and
remove these regions to avoid any interference to the textural information generated
using theDWTandVAR.This section presents the approach used for segmentation of
optic disk and vessels that are later used for masking the results of texture descriptors
as shown in Fig. 1.
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3.2.1 Optic Disk Segmentation

The optic disk segmentation is done using L0 gradient (GradL0 ) minimization based
smoothing approach [11]. The GradL0 evaluates the degree of flatness by counting
the number of pixels whose horizontal (h) and vertical (v) difference is nonzero. Let
IOD ∈ Rh×v is input image and S represents smoothened image. The GradL0 of S
is given as

GradL0(S) =
h∑

x=1

v∑
y=1

F
(
|Sx+1,y − Sx,y | + |Sx,y+1 − Sx,y |

)
(3)

where ∂h SP = |Sx+1,y − Sx,y | and ∂vSP = |Sx,y+1 − Sx,y |. The objective function of
smoothing by L0 gradient minimization is defined as follows:

f = min
S

{ ∑
p

(Sp − IODp )
2 + λ.GradL0(S)

}
(4)

where λ is the parameter controlling significance of GradL0(S), and in our work we
use λ = 0.001. The smoothing function is solved using the alternating optimization
strategy by inducting auxiliary variables. The smoothened image is segmented using
the Otsu’s thresholding algorithm and further processed by morphological dilation
using disk structure of size 5. The final segmented OD is as shown in Fig. 3c.

3.2.2 Vessel Segmentation

We used our earlier unsupervised technique [12] to segment the blood vessels from
the retina. Initially, vessel enhancement is done using an adaptive manifold filter. In
this filter weighted average of Ig is computed and an enhanced image EIg is formed
by a new set of pixels. Image is further enhanced using contrast limited adaptive
histogram equalization (CLAHE) and then 2-D median filtering is performed on the
image. Finally, mathematical morphology and iterative thresholding operations are
done to segment the blood vessels (as shown in Fig. 3b). Now both OD and vessels
mask are combined to obtain the joint structure mask as shown in Fig. 3d.

3.3 Feature Extraction

The feature extraction from the retinal images is done using discrete wavelet trans-
form and local variance operator as follows.
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(a) (b) (c) (d)

Fig. 3 Generation of Structure Mask: a Input image Ig . b Segmented vessels. c Segmented OD,
and (e) Final joint structure mask

3.3.1 Discrete Wavelet Transform

To take advantage of both spatial and transform domain information in the retinal
images, we employ DWT [13] to compute the features. The DWT decomposes a
signal into basis functions which are obtained by performing shifting (translation)
and the scaling (dilation) operations on a single wavelet function called as mother
wavelet. The first level of detailed approximate coefficients YHPF (k) and YLPF (k)
of signal is obtained by passing the input signal Ig(n) through half band of high-pass
h(2k − n) filter and low-pass filter l(2k − n) separately. They are represented as

YHPF (k) =
∞∑

n=−∞
Ig(n)h(2k − n),YLPF (k) =

∞∑
n=−∞

Ig(n)l(2k − n) (5)

where the mother wavelet is defined as follows:

ψm,n(x) = 2
−m
2 ψ(2−mx − n) (6)

We have employed Haar wavelet with one level of decomposition for generation of
feature images. The resultant DWT feature images after removal of structure mask
are shown in Fig. 4b–e.

3.3.2 Variance

We have computed the rotational-invariant local variance (VAR) [14] that is effective
in generating the local contrast features represented as follows:

V ARN ,R = 1

N

N−1∑
n=0

(GN − μ)2, μ = 1

N

N−1∑
n=0

GN (7)

where N is the number of points and GN is the intensity value of its neighborhood.
The VAR is calculated for every pixel having neighborhood defined by the input
arguments. The VAR operator computes variance on the circumference of a circle
with the radius R and the circumference is discretized into N equally spaced sample
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(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 4 Generation of feature images: a Input image I , (b–e) DWT feature images for LL, LH,
HL, and HH bands, respectively, and (f-h) V AR feature images for Ir , Ig , and Ib planes (results
shown for N = 8 and R = 5)

points. For every pixel of RGB image, VAR is measured using N = 8 and R (R =
1, 2, 3, 4, 5).

Finally, the VAR and DWTmeasures are united to boost the performance and find
features. It is important to note that we have individually analyzed all color planes
for generation of VAR features unlike for the wavelet where we computed features
on green plane only. After applying the structure and external mask (as shown in
Fig. 4) the image values are collected into histograms. For each color plane, the
VAR images are used to compute the histograms. Similarly, for the DWT features
generated using green plane all values are collected into the histogram. Now, these
generated histograms are utilized to obtain different statistical features. We compute
six statistical features, namely,mean, entropy, standard deviation, kurtosis, skewness,
andmedian. In case of VAR, the total number of features are generated by 6 statistical
features × 5 radius × 3 components that sum up to 90. Similarly, six statistical
features are generated from DWT for four wavelet coefficients on green component
that equals to 24. So, the total number of features extracted are 114.

3.4 Classification

After the extraction of features, the classification approach [15] is utilized in which
the training set is preprocessed before the classification step. The preprocessing
employs two steps: (a) data normalization and (b) data resampling. Data normaliza-
tion is important because the values of data vary widely. It helps in standardizing
attributes in the data at zero mean and unit variance. Whereas data resampling is
done because the data in hand is highly unbalanced that negatively affects the per-
formance of the machine learning algorithm. The synthetic minority oversampling
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Fig. 5 External cross-validation procedure

Fig. 6 Final cross-validation procedure

technique (SMOTE) is used for resampling to reduce such negative effects. Then
nested cross-validation (CV) also called external CV (as shown in Fig. 5) is executed
on the training set to reduce the dimensionality of data by means of feature selection
before sending to the classifier (Fig. 6).

Feature selection is done by forward (best first search) approach. Tenfolds are
used in the external loop and fivefolds in the internal loop. The external loop and
internal loop use the same classifier type. The external loop divides the set into
10 nonoverlapping pairs such that it constitutes 90% images for training and 10%
for testing. The nested CV gives a measure of the performance of the proposed
approach on dataset used for experimentation. Classification and data preprocessing
were performed in Weka.

4 Results

We used two publicly available datasets, namely, laser marks dataset—diabetic
retinopathy screening (LMD-DRS) and laser marks dataset—before and after pho-
tocoagulation treatment (LMD-BAPT) contained total of 49 images out of which 34
has laser marks and 15 without laser marks. LMD-DRS contained 622 total images
out of which 203 has laser marks and 419 without laser marks [9].

We used naive Bayes, neural network, random forest, and SVM as classifier with
a different number of trees, i.e., 5 and 50 for random forest. Measures like sensitiv-
ity (SE), specificity (SP), and overall accuracy (ACC) give the performance of the
proposed system as given in Tables1 and 2.
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Table 1 Classifier comparison on training and testing set

LMD-DRS LMD-BAPT

Experiments SE SP ACC Experiments SE SP ACC

External CV on training set External CV on training set

Naive bayes 75.1 84.4 79.8 Naive bayes 87.4 89.5 88.4

Neural network 81.8 82.7 81.9 Neural network 88.9 95.8 93.1

Random forest 92.5 93.4 93.0 Random forest 94.5 97.4 95.2

SVM 78.3 77.4 77.9 SVM 82.4 91.4 85.9

Test set Test set

Naive bayes 68.9 70.2 69.4 Naive bayes 75.7 73.5 74.9

Neural network 78.6 85.7 83.2 Neural network 86.7 87.5 87.3

Random forest 87.5 89.4 86.7 Random forest 88.9 95.8 92.7

SVM 76.0 79.4 77.8 SVM 79.1 86.4 84.4

Table 2 Comparison of proposed method with existing approach on LMD-BAPT dataset

RF 5 RF 50

Methods SE SP ACC Methods SE SP ACC

Sousa et al. [9] 80.0 67.6 – Sousa et al. 73.3 70.6 –

Proposed 87.5 89.4 86.7 Proposed 88.9 95.8 92.7

5 Conclusion

In this paper, we proposed a novel method to characterize retinal fundus images
for discriminating between laser treated and non-treated images. The novelty of this
work is that it does not require prior segmentation of the laser scars for classification
purpose. We tested our approach using four different classifiers that suggest ran-
dom forest is well suitable for the purpose. The encouraging results obtained by the
information encoded using DWT and VAR highlight its suitability as an integrable
solution for screening of diabetic retinopathy.
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Automated Segmentation of Cervical
Cells Using MSER Algorithm
and Gradient Embedded Cost
Function-Based Level-Set Method

Kaushiki Roy, Debotosh Bhattacharjee and Mita Nasipuri

Abstract Traditionally, cervical cells are screened by analyzing Pap smear slides.
But this manual inspection requires expert pathologist making the entire process
time consuming and prone to manual errors. Thus, it is needed urgently to develop
an automated system for the screening process. Though extensive research work is
going on for decades to develop the automated system, but the success is quite less
owing to the fact in Pap smears, nuclei and cytoplasm are often found in clumps
lacking any boundaries separating them. In this work, we have proposed a gradient
embedded cost function for cytoplasm segmentation. We have used ISBI-15 dataset
for the work and the result obtained is compared with the state-of-the-art techniques.

Keywords Cervical cell · MSER algorithm · Pap smear · Level set · C-V model ·
Gradient image

1 Introduction

According to reports [1] published in 2018, cervical cancer is the fourth major cause
of cancer amongst females worldwide. In [2], superpixel, triangle thresholding [3],
and graph cuts were used for cervical cell segmentation. In [4], global and local
graph cuts-based approach were incorporated for cytoplasm and nucleus segmenta-
tion. In [5], thresholding, binary classifier was used for cervical cell segmentation. In
[6], k-means clustering and radiating gradient vector flow (RGVF) snake algorithm
were used for cervical nuclei and cytoplasm segmentation. In [7], level-set-based
approach with shape prior was used to detect cell nuclei in cervical images. In [8,
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9] level-set based approach was used for cervical segmentation. Song et al. [10]
have proposed a deep learning-based framework for cervical nuclei and cytoplasm
segmentation. However, segmenting nuclei and cytoplasm in highly overlapping cell
clusters remains a big challenge till date. This research paper is focused at developing
an automated framework for overlapping nuclei and cytoplasm segmentation using
MSER algorithm and gradient embedded cost function (GCF)-based-level-set algo-
rithm.

2 Methodology

The overview of the proposed framework is shown in Fig. 1.

2.1 Clump Detection

This is the first phase of our framework, which usedC-V [11]model for segmentation
of isolated as well as cellular clumps. The model works appropriately well even in
cases where boundaries are irregular possessing no fixed boundary pattern.

Fig. 1 Block diagram for segmentation of nuclei and cytoplasm from overlapping cervical cells
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2.1.1 Mathematical Formulation of Level-Set Algorithm Using C-V
Model

A 2-D cervical image ω0(x, y) consist of background and foreground represented by
Bc and B f , respectively. Curve C separates these two regions. Let τ be the implicit
function, which is used to represent the separating curve C. Further, we assume that
the image domain is represented byD. Assuming ϕ+ represent the outside region that
is the background region, whereas ϕ− represent foreground or the cellular region.
The value of τ for cellular regions (ϕ−) is <0 that is in the cellular region τ < 0. In
contrary, τ > 0, for background region (ϕ+) and in boundary, τ = 0. Consider θ1
as the mean intensity of foreground region and θ2 the mean intensity of background.
Equation 1 is the objective function or the energy functional to be minimized by the
evolving level-set curve.

E(C) = λ1

∫
ϕ

|ω0(x, y) − θ1|2H(τ(x, y))dxdy

+ λ2

∫

ϕ

|ω0(x, y) − θ2|2
[
1 − H(τ(x, y))

]
dxdy

+ μ

∫

ϕ

σ(τ(x, y))|∇(τ(x, y)| + v

∫

ϕ

H(τ(x, y))dxdy (1)

The parameters λ1, λ2, μ, and v are fixed parameters and their value is decided
by the user. In our work, we used λ1 = 1, λ1 = 1, μ = 1, and v = 0. The Heaviside
function H(τ) is represented by Eq. 2.

H(τ) =
{
0 i f τ ≤ 0 that is inside the region (cell)or on the boundary
1 i f τ > 0 that is outside the region namely the background

(2)

The derivative of Heaviside function H(τ) is called the Dirac delta function rep-
resented by σ(τ) that is

σ(τ) = H ′(τ) (3)

The delta function (σ(τ)) has positive value (=1) only on the boundary that is
τ = 0, rest for all the others (τ < 0 or τ > 0), its value is zero. Thus, proper approx-
imation to this integral is not provided by any standard approximation algorithm,
which forces us to use a first-order smeared out approximation of σ(τ). This, in turn,
necessitates re-defining a smeared out Heaviside function as

H(τ ) =

⎧⎪⎪⎨
⎪⎪⎩

0 τ < −ε

1

2
+ τ

2 ∈ + 1

2π
Sin

(πτ

∈
)

1 ε < τ

− ε ≤ τ ≤ ε (4)
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Fig. 2 The top row denotes the free-lying and overlapping cervical cells and the bottom row
indicates their extracted initial contours

Likewise, the Dirac delta function can be redefined as shown in Eq. 5.

ϑ(τ) =

⎧⎪⎪⎨
⎪⎪⎩

0 τ < −ε

1

2 ∈ + 1

2 ∈cos
(πτ

∈
)

1 ε < τ

− ε ≤ τ ≤ ε (5)

Next, we differentiate the energy functional defined in Eq. 1 with respect to τ and
get

∂E

∂τ
= λ1|ω0(x, y) − θ1|2 − λ2|ω0(x, y) − θ2|2 (6)

The energy functional is minimized by gradient descent flow. Equation for the
same is presented in 7.

The overall energy functional is minimized by gradient descent flow as shown in
Eq. 9.

∂τ

∂t
= −∂E

∂τ
(7)

Equation 8 represents the update equation of τ.

τn+1 = τn + �t
∂τ

∂t
= τn − �t

∂τ

∂t
(8)

The present iteration is represented by τn , whereas the next iteration by τn+1. The
change in time or timestamp is represented by �t . The underlying figure (Fig. 2)
shows cell mass detection by C-Vmodel for both isolated and cellular clumps. These
initial rough contours of cell masses are passed to the next phase for nuclei detection.
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Fig. 3 The top row includes
images obtained after clump
detection in step 2.1 and the
bottom row indicates the
potential nuclei candidates

2.2 Nuclei Extraction

This is the second phase of our proposed framework. As evident from Fig. 2, in a cell,
nucleus is much darker than cytoplasm, possessing roughly circular feature. These
factors allowed us to exploit the potentiality of maximally stable extremal regions
(MSER) [12] algorithm for nuclei detection since MSER detect those blobs that
possess higher intensities than their surroundings. These higher intensity blobs are the
nuclei candidates in our work. Some higher intensity non-nuclei pixels were detected
aswell byMSERalgorithmbutwe successfully eliminated themby circularity check.
Nuclei detected from cell masses by the proposed algorithm is shown in Fig. 3.

2.3 Cytoplasm Extraction

This is the most significant phase of our work that deals with overlapping cytoplasm
segmentation. The nuclei of each cell detected in the previous phase is passed to
this phase to serve as the initial seed point for the level-set curve to start evolving.
Traditional C-V model suffers from one major drawback since it assumes an image
to have constant piece-wise intensity. As a result, though the traditional C-V model
segments the cell mass from the background but fails to detect the internal boundaries
separating one cell from the other in cell chunks since the overlapping cell regions are
notmade of constant piece-wise intensities,which is clearly depicted in Fig. 2.But the
gradient values of these overlapping regions are very high owing to the fact multiple
cells overlap there making it a very high-intensity region. We took advantage of
this phenomenon and in our proposed gradient embedded cost function, the gradient
information is added to the energy functional of the traditional C-V model.

2.3.1 Mathematical Formulation of GCF-Based Level-Set
Segmentation

The 2D gradient image for the input cervical imageω0(x, y) is represented byGradx
andGrady , respectively. These gradient images for an input image is calculated using
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Gaussian kernel GausKernel1 and GausKernel2 (represented in Eqs. 9 and 10) in
X–Y direction, respectively.

GausKernel1(x, y, ω) = −x√
2πω3

e− x2+y2

2ω2 (9)

GausKernel2(x, y, ω) = −y√
2πω3

e− x2+y2

2ω2 (10)

Here, ω represents the width of the Gaussian kernel, whereas ω0 represents the
image function.

The modified energy functional to be minimized, which incorporates the gradient
information is given in Eq. 11. Most of the notations used in this section are the same
as in Sect. 2.1.

E(total) = E(C) + Egrad(x, y, ω) (11)

Egrad(x, y, ω) =
∫

ϕ

GausKernel1(x, y, ω) ∗ (|ω0(x, y) − θ1|)2H(τ(x, y))dxdy

+
∫

ϕ

GausKernel2(x, y, ω)

∗ (|ω0(x, y) − θ2|)2
([
1 − H(τ(x, y))

]
dxdy

)
(12)

The ∗ represents the convolution operator. Finally, by elaborating Eq. 11, we get
Eq. 13.

E(total) = λ1

∫
ϕ

|ω0(x, y) − θ1|2H(τ (x, y))dxdy + λ2

∫
ϕ

|ω0(x, y)

− θ2|2[1 − H(τ (x, y))]dxdy + μ

∫
ϕ

σ(τ(x, y))|∇(τ(x, y)|

+ v

∫
ϕ

H(τ (x, y))dxdy +
∫

α

GausKernel1(x, y, ω) ∗ (|ω0(x, y)

− θ1|)2H(τ (x, y))dxdy +
∫

α

GausKernel2(x, y, ω)

∗ (|ω0(x, y) − θ2|)2([1 − H(τ (x, y))]dxdy) (13)

On differentiating Eq. 13 with respect to τ, we get 14.

∂E

∂τ
= λ1|ω0(x, y) − θ1|2 − λ2|ω0(x, y) − θ2|2

+ GausKernel1(x, y, ω) ∗ (|ω0(x, y) − θ1|)2
+ GausKernel2(x, y, ω) ∗ (|ω0(x, y) − θ2|)2 (14)
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Fig. 4 Cytoplasm segmentation results generated by our proposed algorithm using each detected
nuclei as initial seed points when (a) number of overlapping cells is 2 and (b) number of overlapping
cells is greater than 2

The gradient descent flow used for minimizing energy functional and the update
equation is the same as Eqs. 7 and 8. Figure 4 shows the results of the cytoplasm
extraction obtained through this approach.

3 Experimental Results

3.1 Database Used

ISBI-2015 [13] challenge dataset has been used for this work and this dataset consist
of 16 real cervical extended depth of field images and 945 synthetic images.

3.2 Evaluation Metrics

Dice coefficient (DC), True Positive Rate (T Pr ), and FalseNegative Rate (FNr ) have
been used to evaluate the performance of our proposed framework. Table 1 shows
the comparison of our proposed technique with some other techniques mentioned in
the state of the art and the results obtained are highly satisfactory.



98 K. Roy et al.

Table 1 Comparative evaluation of cytoplasmic segmentation obtained using our proposed algo-
rithms and other works in the state of the art

Dataset Method DC (T Pr ) (FNr )

ISBI-15 Lee et al. [1] 0.897 0.882 0.137

Nosrati et al. [9] 0.871 0.875 0.111

Lu et al. [10] 0.893 0.905 0.316

Our approach 0.970 0.905 0.094

The ISBI-2015 dataset evaluation metrics states algorithm, which achieves DC >
0.7 for cytoplasm segmentation is considered to be a good algorithm. This frame-
work achieves DC ~ 0.970 and is thus, a good algorithm for cytoplasm segmentation.
The proposed algorithm works well mainly due to the high accuracy of nuclei seg-
mentation phase (phase 2), which further increases the accuracy of phase 3 since the
nuclei serve as initial points from which the level-set curve starts to evolve. Second,
the proposed noble gradient embedded energy functional increases the accuracy of
cytoplasm segmentation phase and works well even when there are large number of
overlapping cells in the clumps.

4 Conclusion and Future Work

In this work, we have used gradient embedded cost function to segment overlapping
cervical cells. The dataset used for this work is ISBI-2015, which consist of large
number of cellular clusters. Thiswork performswellmainly due to the exact selection
of initial seed points and the proposed energy functional for cytoplasm segmentation.
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Macroscopic Reconstruction
for Histopathology Images: A Survey

Bijoyeta Roy and Mousumi Gupta

Abstract Over the past decade, due to a dramatic increase in diseases, histopathol-
ogy has become a vital part of medical science. Histopathology involves exam-
ining of tissue under a microscope to examine the manifestation of diseases. The
term histology deals with the study of entire cells of the sample specimen, whereas
histopathology is a technique, which deals with analyzing for microscopic changes
or abnormalities in tissues that are caused as a result of diseases. With the com-
putational advancement, tissue histopathology slides can be digitized with the help
of whole slide digital scanners. Histopathology is a powerful diagnosis method to
analyze the tissue structure. However, the microscopic images generally produce
two-dimensional views. With the advent of new computer algorithms, 3D recon-
struction from2Dhistopathology images is a routine technique. However, the already
developed algorithms exhibit distorted image and recur information loss, which is
unacceptable for the pathologists. An accurate high-resolution 3D reconstruction for
histopathology sections will lead to a better diagnosis. This paper describes the 3D
visualization techniques and its applicability in histopathology.

Keywords Histopathology · Medical imaging · 3D reconstruction · Confocal
microscopy · Tissue histopathology · Histology sections

1 Introduction

Over the past decade, due to dramatic advances in computational power, it has become
possible to identify and classify diseases with computer-aided image analysis [1, 2].
Remarkable improvements in image analysis algorithms have allowed the devel-
opment of powerful computer-assisted analytical approaches to radiological data
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[3–5]. In the past few years, macroscopic view through 3D image reconstruction
has gained enormous importance in various fields of digital image processing tech-
niques, especially in biomedical imaging [6–8]. In the modern digitized world, the
sample specimen for diagnosis is converted to 2D digitized form, and then they are
studied thoroughly by the pathologists to identify the disease [9, 10]. Structural and
functional elements for the tissue images can be highlighted through 3D reconstruc-
tion from 2D histopathology images [11], and this view provides greater accuracy in
disease diagnosis. 3D image reconstruction is implemented in various tomographical
modalities, which basically does imaging by sections or sectioning through the use
of penetrating wave and has shown fruitful results [12–14]. In the previous study by
various researchers, it is found that 3D reconstruction of X-ray images and magnetic
resonance images (MR) images had shown a good result and contributed potentially
in clinical decision-making. Geometric reconstruction of 3D anatomy from 2DX-ray
images had helped the clinicians to identify and diagnose the disease in a more pre-
cise way. However, still, there exist various loopholes for histopathology images 3D
reconstruction. Through efficient algorithm development, this 3D reconstruction for
tissue structure can be improvised and a cost-effective tool can be developed for
pathologists. Recent medical science is completely based on the result of biopsy of
tissue samples. Histological sectioning serves as one of the most powerful meth-
ods for accurate high-resolution representation of tissue structures. The histological
sections are viewed through a microscope and its corresponding two-dimensional
images are created. However, it is very important to have ideal, nondestructive cross-
sectional imaging techniques. A 2D histopathology image can be reconstructed into
3D and thus will reveal hidden microstructures in human histopathology tissues.
The main goal of this paper is to highlight the importance of 3D reconstruction for
histopathology images and discuss the various techniques that are applied so far in
this field and their recent challenges.

This paper is structured to follow the general image analysis procedure for
histopathology imagery. The paper mainly focused on 3D reconstruction of micro-
scopic images. Section 2, discussed about the related literature regarding the facts
and findings of various researchers on three-dimensional reconstruction and also
depicted the basic workflow of 3D reconstruction technique. In Sect. 3, the impor-
tance of 3D reconstruction which facilitates better diagnosis of tissue samples is
discussed. Sections 4 and 5 discuss about the various reconstruction techniques and
tools which has proved to produce significant results. Finally, this paper concluded
in Sect. 6.

2 Previous Related Works

Arakeri and Reddy in 2013 [15] proposed an approach to 3D reconstruction of
brain tumor and estimation of its volume from a set of two-dimensional (2D) cross-
sectional magnetic resonance (MR) images of the brain. They did their work by
developingmethods for segmentation, inter-slice interpolation, mesh generation, and
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simplification. Ignao and Carreras [16] proposed amethod for simultaneousmorpho-
logical and molecular analysis of thick tissue cells of the mammary gland and was
successful in overcoming the penetration limitations of other microscopy modalities
resulting in better 3D views ofmammary gland. The 3D reconstruction includes rigid
and nonrigid image registration, automatic segmentation, contour grouping, and vol-
ume rendering. QeetharaKadhimAl-Shayea andMuzhir ShabanAl-Ani in 2016 [17]
developed an approach of 3D reconstruction of an X-ray image using the concept
of volume reconstruction by finding the contour of the given object in each slice,
and then merging the contours to reconstruct the 3D objects. Annedore Punge et al.
proposed an approach was discussed, which allowed a 3D image nanoscopy with a
resolution, less than 80 nm using stimulated emission depletion (STED)microscopes
and photo-switching microscopy methods. STED microscopy made it possible to
do imaging with focused visible light at a resolution of 20–50 nm and it showed
better results as compared to confocal microscopy [18]. From various studies, it
was revealed that 3D optical microscopic techniques like deconvolution, confocal
microscopy, etc., places severe constraints on the maximum thickness of a specimen
that can be imaged [19, 20]. Sharp et al. [21] developed a method where optical
projection tomography was used to produce high-resolution 3D images of biolog-
ical samples with thickness up to 15 nm. Though traditional confocal microscopy
attempts to minimize the noise from out of focus regions by illuminating only those
points on the focal plane, however, it is limited to imaging only fluorescent sig-
nals. In 2008, K. Becker, Jahrling et al. [22] presented a concept, which produces
a 3D view of medical specimens that can be reconstructed using a microscopical
technique called ultramicroscopy which allows optical sectioning of samples. In this
paper [22], the principle of light sheet illumination was used to get an ultramicro-
scopic 3D view of whole immunohistochemically labeled mouse embryos and adult
Drosophila giving in-depth sight to their anatomy. This technique proved to be better
than confocal microscopy, which can deal with specimen size limited to few 100
micrometers and therefore can give limited fields of view and penetration depths of
less than 1 mm. Ultramicroscopy made it possible to make 3D reconstructions of
macroscopic specimen in the millimeter or centimeter range with micrometer resolu-
tion [22, 23]. In 2009, the authors have pointed out that histopathology slides provide
a more comprehensive view of diseases as compared to cytology imagery because
the preparation process preserves the underlying tissue architecture. Histopathology
deals with the study of tissue structure through a microscope for surgical specimen,
whereas cytology deals with the cell structure and their chemistry [24].

For the pathologists, it is necessary to visualize different histological sections
to draw a conclusion about a particular disease. Macroscopic view or 3D view for
histology specimen with different stains allows visualizing the spatial and structural
alignment for tissue sections. Formalin-fixed and paraffin-embedded tissue blocks
and their multiple sections are stained with H & E (Hematoxylin and Eosin). H & E
are standard stains, which are used to highlight the nuclei and cytoplasm to visualize
the structure in the tissue [24]. The fundamental steps for 3D reconstruction from
2D histopathology are shown in Fig. 1.



104 B. Roy and M. Gupta

Serial Section 
Production for the

same sample .

Model 
Selection

Section 
Alignment

3D Visualization

Sample Acquisition

Fig. 1 Fundamental steps for 3D reconstruction of histopathology images

The acquisition for histopathology sections is obtained individually for each
section. Quality of serial sections produced has a significant role in successful 3D
visualization of biological structures. 3D reconstruction involves registering each
section to get the original alignment. The next step is to align the serial sections
properly so that it helps to retrieve maximum information about the internal struc-
tures of the sample specimen. Then based on the type of sample, we need to select
a particular model that fits best for that biological specimen for producing 3D visu-
alization.

3 Importance of 3D Reconstruction of Microscopic Images

Histopathology deals with examining the biological tissue samples to detect the pres-
ence of diseased cells or abnormalities in tissues in very fine details. It deals with the
visualization of tissue and microscopic features of cells by examining tissues under
light microscopes. However, the 2D images that are captured by the microscopes
cannot give every minute details of the sample. Thus, generating a macroscopic or
three-dimensional views for tissue structure of the pathology specimen will produce
the actual mechanism of disease. 3D view for tissue can provide a comprehensive
visualization of molecular anatomy. The main advantage of 3D reconstruction for
histopathology images is the opportunity to study each spectrum of disease progres-
sion with an appropriate quantification.

Figure 2 depicts the whole procedure of macroscopic visualization of a
histopathology section. The input is a histopathology image of colon adenocarci-
noma. The image includes three parts such as stroma, mucous, and tumor. Tumorous
region is an object of interest. A serial section for this tumorous region has to retrieve
for macroscopic visualization. An image registration algorithm is required for exact
alignment of these serial sections. Further, a reconstruction techniquewill provide the
macroscopic view for the extracted portion. This view will provide the exact mech-
anism of cancer giving an insight into morphological as well as molecular analysis
of tissue samples.
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Fig. 2 Histopathology image for colon adenocarcinoma [taken from Pathology department of
Sikkim Manipal Institute of Medical Sciences]

4 Fundamental Applied Algorithms for 3D Reconstruction

3D reconstruction of histopathology images is generally based on two basic algorith-
mic techniques. These two techniques worked well in generating a good reconstruc-
tion of the sample specimen and provided appealing 3D visualization as compared
to 2D visualization.

4.1 3D Visualization By Volume Reconstruction

In 2016, the authors have proposed a technique of 3D reconstruction using the concept
of volume reconstruction. Volume reconstruction is an important concept in the field
of image visualization [17].

In this paper, the method that was proposed deals with 3D visualization from 2D
images that included various objects. This proposed algorithm of image visualization
is used to generate 3D objects depending on the extraction of the important features.
The method followed in the proposed method is as follows:

(i) First, various slices of the same section are obtained;
(ii) The contour of the interested areas are found in each image;
(iii) The desired zone in each image is specified by a rectangle;
(iv) The distance between the two images is calculated (D);
(v) The volume for the two images is calculated by the given formula

Vn = 1

3
D(S1 + √

S1S2 + S2) (1)

(vi) The volume is reconstructed by adding the distances evaluated between the thin
slices of images (Fig. 3).
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Fig. 3 Distance calculation
for reconstruction of volume
from slices

Al-Shayea and Al-Ani et al. [17] applied this technique for medical image 3D
reconstruction and Arganda-Carreras et al. [16] applied this methodology for histol-
ogy image reconstruction and produced a significant result.

4.2 Three-Dimensional Reconstructions Using Multistained
Registration

Song et al. [25] applied a 3D reconstruction technique on two surgical liver specimen
images of differently stained sections. The main purpose of staining is to reveal the
cellular components of surgical specimens. This technique used the concept of mul-
tistained registration for the alignment of the images. Registration is done on the thin
slices stacking sequentially one after another and then aligning it. After this registra-
tion, the set of aligned images can be concatenated to display the three-dimensional
structure. However, the problem of different dissimilar structure appearances of adja-
cent tissue sections might arise in the case of multistained registration. This issue
can be addressed using the technique of unsupervised content classification, which
has the capability of identifying common content class frommultistained image pair.
This technique is capable of identifying the problematic sections and performs well
on serial sections having a continuous cut, which is an important step for histopathol-
ogy image reconstruction. The main steps involved in multistained registration are
as follows:

(i) Rigid registration which results in roughly aligned pair of images;
(ii) Content classification;
(iii) Nonrigid registration based on probability image pairs resulting in improved

aligned color image pair;
(iv) Resolution is changed (increased) and then steps (ii) and (iii) are repeated to

get a better result (Fig. 4).
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Fig. 4 Multistained
registration proposed by
Song et al. [25]

Stain 1

Stain 2

5 Available Tools for 3D Reconstruction of Histopathology
Images

5.1 Confocal Microscopy

Confocal microscopy has gained acceptance as an important technology of imaging
cell structure and its internal topology. It is an important tool for quantifying and
visualizing a three-dimensional structure. This method optically sections the speci-
men, which is noninvasive and the samples can be studied with better clarity. Since
the optical sectioning can be done vertically (xz and yz planes) as well as laterally
(x- and y-axis) and can be digitized, so it helps in getting a clear picture in terms
of contrast, clarity, and detection sensitivity [11]. However, in previous researches,
the authors have highlighted some drawbacks of confocal microscopy as compared
to their proposed method. Though this method provides high-resolution imaging of
cell distribution, however, from [11, 16], we can summarize that though confocal
microscopy proved to be a powerful tool for giving a 3D view of microscopic image,
however, it has limitations with respect to penetration depth and sample specimen
coverage area.

5.2 Ultramicroscopy

Ultramicroscopy is an advanced investigative medical tool that allows to generate a
three-dimensional view by optical sectioning of biological specimens [22]. In various
literatures, the authors have discussed that ultramicroscopy is a powerful and effec-
tive tool for 3D image reconstruction. It has proved to be a novel technique, which
has given new impulses in the field of biological science. It can reconstruct 3D archi-
tecture of very minute specimen of size in cm with a resolution in micrometers. And
hence, it has gained its importance and considered as a versatile tool for studying
the anatomy of numerous biological and medical specimens. This technique is used
in wide areas like viewing the neuron structure of the brain of a mouse, reconstruc-
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tion of whole immunohistochemically labeled mouse embryos, giving 3D view to
microvascular networks, etc. Basically, it can be thought that ultramicroscopy acts as
a bridge for the gap between traditional confocal microscopy and other macroscopic
techniques like computer tomography (CT), etc. From [22], it can be said that ultra-
microscopy is not limited to analyze millimeter-sized histopathological samples, it
can cover centimeter-sized specimen sample with a penetration depth of more than
1 mm. It is ideal for the investigation of disease models as the 3D view that it cre-
ates gives a detailed insight into the sample and allows high-throughput phenotype
screening [23].

5.3 Surface Imaging Microscopy

Surface imagemicroscopy (SIM) is an advanced tool that allows generating volumet-
ric images of high resolution of biological samples. It can create three-dimensional
views of sample of the embryo at high contrast and high resolution. It is capable of
providing more precise three-dimensional views of the embryo of a chick. Also, it
has proved to give excellent results of the imaging while dealing with three differ-
ent vertebrate systems like mouse chicken and frog. There are various techniques,
which provide tools for producing high-resolution image of small volumes or low-
resolution images of high volume. However, SIM can be used to bridge this gap [26,
27]. The main steps involved in this technique are the following:

(a) It first labels, infiltrates, and then embeds a fluorescently labeled specimen in a
black polymer and then loads the sample into a motorized translation stage.

(b) Then, a diamond knife is used to remove a thin section of the sample and places
it over objective lens for view.

(c) Finally, the image of the sample is captured by a CCD camera and the same
process is repeated again. These aligned series of 2D raw images can be com-
putationally combined into a 3D structure.

This technique can be used over very delicate histopathological samples as well as
over rigid samples like bones. Ewald et al. [26] proposed SIM technique in three
different categories of vertebrates and concluded that it can produce 3D images with
high resolution and high contrast. Also, its performance was better with respect to
confocal microscopy in terms of penetration depth and coverage of sample size.

5.4 Optical Projection Tomography

Optical Projection Tomography is a microscopic technique, which is used to create
three-dimensional views of small biological tissues. With respect to resolution, it
gives better results as compared tomagnetic resonance imaging (MRI). It can operate
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on both fluorescent and nonfluorescent biological samples with a penetration depth
(thickness) of 15 mm [21].

5.5 Most Commonly Used Microscopy

To visualize histologic and histomorphometric changes, the routine diagnostic tool
used by the pathologists is light microscopy. Pathologists recommend treatment
after viewing the abnormal matrix characteristics from different thin sections of the
sample specimen. The diagnosis ismostly based on reviewing the tissue pattern. Light
microscopy provides high-resolution images. Pathologists were able to distinguish
different tissue structure through these high-resolution images. A macroscopic view
for tissue images will provide an extra benefit for disease diagnosis in the field of
histopathology.

A comparison analysis for the mentioned 3D reconstruction tools of histopathol-
ogy images provides a brief overview as shown in Table 1.

Table 1 Comparison of various 3D visualization tools

3D
visualization
tools

Advantages Loopholes Penetration
depth and
coverage
area

Area of
application

References

Confocal
microscopy

Excellent
spatial
resolution
Enhanced
Signal-to-
noise
ratio

Restricted to
samples
stained with
fluorescent
probes and it
is very costly
(10 times),
slow scan
process

Penetration
depth less
than 1 mm
and works on
small sample
specimen
(few 100
microme-
ters)

Surface of
embryo,
Meibomian
gland
disfunction,
DNA
hybridiza-
tion,
etc.

[4, 11, 16]

Ultramicroscopy Provides
micrometer
resolution
(1–2 µm),
less
acquisition
time
(20–40 min)

Shrinkage of
Tissue

Applied to
large
specimen
sample
having size
in cm and
allows
deeper
penetration

Imaging of
whole mouse
embryos and
flies,
imaging
neuronal
networks in
the whole
brain,
malignant
tissue,
vascular
networks,
etc.

[22, 23]

(continued)
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Table 1 (continued)

3D
visualization
tools

Advantages Loopholes Penetration
depth and
coverage
area

Area of
application

References

Surface
imaging
microscopy

High
sensitivity
and contrast,
supports
samples of
varying
density,
isotropicity

Cannot
image
antibody
revealed
protein
expression,
green
fluorescent
protein
expression in
intact
embryos,
etc.

Provides
cellular
resolution on
large
samples

Embryo
samples
(Chick,
mouse, and
frog
embryos,
etc.), resin
embedded
tissues, etc.

[26, 27]

Optical
projection
tomography

Maximize
depth of
focus,
supports
molecular
and morpho-
logical
imaging

Does not
provide
sufficient
colored
stains,
Limited to a
resolution of
about
20 µm,
processing
and imaging
is time
consuming

Supports
sample
thickness of
around
5–10 mm

Imaging
embryonic
organs,
analysis of
altered
morphology
in mutant
mice,
lymphoid
tissues,
organogene-
sis,
etc.

[21]

6 Conclusions

This paper presented the developed algorithmic techniques and tools used in 3D
reconstruction of histopathology images. As per the author’s knowledge, obtain-
ing 3D view for histopathology images is still challenging. The already developed
reconstruction techniques do not give high-resolution result for all types of sample
specimens. This paper also represented the advantages of 3D reconstruction over 2D
histopathology images. After studying various previous literatures, a conclusion can
be made that the major gap in algorithm development for 3D reconstruction is an
alignment of histology sections for the same sample. As well as the selection of cor-
rect 3D reconstruction technique is also a major concern for getting high-resolution
and high-contrast macroscopic or 3D view.
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Likelihood Prediction of Diabetes
at Early Stage Using Data Mining
Techniques

M. M. Faniqul Islam, Rahatara Ferdousi, Sadikur Rahman
and Humayra Yasmin Bushra

Abstract Diabetes is one of the fastest growing chronic life threatening diseases
that have already affected 422 million people worldwide according to the report of
World Health Organization (WHO), in 2018. Due to the presence of a relatively
long asymptomatic phase, early detection of diabetes is always desired for a clin-
ically meaningful outcome. Around 50% of all people suffering from diabetes are
undiagnosed because of its long-term asymptomatic phase. The early diagnosis of
diabetes is only possible by proper assessment of both common and less common
sign symptoms, which could be found in different phases from disease initiation
up to diagnosis. Data mining classification techniques have been well accepted by
researchers for risk prediction model of the disease. To predict the likelihood of hav-
ing diabetes requires a dataset, which contains the data of newly diabetic or would
be diabetic patient. In this work, we have used such a dataset of 520 instances, which
has been collected using direct questionnaires from the patients of Sylhet Diabetes
Hospital in Sylhet, Bangladesh. We have analyzed the dataset with Naive Bayes
Algorithm, Logistic Regression Algorithm, and Random Forest Algorithm and after
applying tenfold Cross- Validation and Percentage Split evaluation techniques, Ran-
dom forest has been found having best accuracy on this dataset. Finally, a commonly
accessible, user-friendly tool for the end user to check the risk of having diabetes
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from assessing the symptoms and useful tips to control over the risk factors has been
proposed.

Keywords Diabetes risk · Symptom · Early stage · Data mining · KDD ·
Dataset · Evaluation model · Supervised learning algorithms · Unsupervised
learning algorithms · Dataset · Mining tools

1 Introduction

Diabetes Mellitus, a chronic metabolic disorder, is one of the fastest growing health
crises of this era regardless of geographic, racial, or ethnic context. Commonly, we
know about two types of diabetes called type 1 and type 2 diabetes. Type 1 diabetes
occurs when the immune systemmistakenly attacks the pancreatic beta cells and very
little insulin is released to the body or sometimes even no insulin is released to the
body.On the other hand, type 2diabetes occurswhenour bodydoesn’t produce proper
insulin or the body becomes insulin resistant. Some researchers divided diabetes into
Type 1, Type 2, and gestational diabetes [1]. Gestational diabetes is a type of diabetes
which occurs only in pregnancy due to hormonal changes. The common symptoms
of diabetes are polyuria, polydipsia, polyphagia, sudden weight loss (usually Type
1), weakness, obesity (usually Type 2), delayed healing, visual blurring, itching,
irritability, genital thrush, partial paresis, muscle stiffness, alopecia, etc. [1, 2].

This could be a clear evidence that, according to WHO, the number of the dia-
betic patient had been sharply increased from 108 million in 1980 to 422 million
in 2014 [3]. The most alarming fact is that more than 80% of diabetic people were
from low- and middle-income countries in 2013 and the prevalence is surging up
in these countries. Recently, Diabetes Australia has published that, Diabetes even
may exist up to 7 years before clinical diagnosis [4], which was even up to 12 years
previously noted by Harris et al. [5]. Within this time frame, people may gradually
suffer from fatal complications like heart attacks, strokes, eye damage resulting in
blindness, foot ulcer, amputation of the affected limb, kidney damage, and other
forms of multi-organ damage [5]. Most of the cases, these complications would be
easily controlled or even prevented in some cases with early detection and treatment
initiation that could possibly save around 1415AUD [4]. The degree of diabetic com-
plication is more when the period between onset of disease and treatment initiation
is longer [5]. According to Diabetes Australia, failure in early detection of TYPE
2 could cost the Australian healthcare system more than 700 million dollars each
year [4]. In 2017, the total expenditure of diagnosed diabetes in the United States
alone was 327 billion USD [2]. In [6], in the year 2011, China had experienced 90
million (9% of the population), India had 61.3 million (8% of the population) and
Bangladesh had 8.4 million (10% of the population). Comparing to developed coun-
tries like Australia and The USA, low andmiddle-income countries cannot afford the
burden of managing such a costly disease like diabetes, the prevalence of which is
increasing at an alarming rate. Therefore, early diagnosis and initiation of appropriate
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therapeutic management may play a pivotal role in the patient outcome and reduce
the gross national expenditure and production loss. Another considering issue is that
globally, OGTT (Oral Glucose Tolerance Test), HbA1c are widely accepted methods
of diagnosis of diabetes which are usually referred by the physician after developing
patient’s sign symptoms. However, these tests are not so cheap, lab reagent and tech-
nician dependent as well as time consuming, these tests are not available in remote
settings. As the protocol of the treatment is not only long term but also expensive,
the earlier detection of diabetes is beneficial in terms of patient’s health, individual
and national expenditure, as well as productivity [7].

In this modern era of technology, computer technology can help us to detect dis-
eases accurately and can save our time and money. Data mining is an important field
of computer science which is used for prediction. It is the process of discovering new
data from previously known data through data analysis [5]. To predict a disease using
data mining approaches, we need its symptoms along with clinical data. Symptoms
are a very important factor for new patients and early stage prediction since they have
no data except symptoms. We also need clinical data for analyzing and discovering
new data.

Early assessment of symptoms can be possible by creating mass awareness, man-
ual assessment by health workers/assistants (where doctor/facilities are not available
due to remoteness) in the rural setting, or by some user-friendly and cost-effective
system. This system should be designed for specific target users so that it is easily
accessible for mass people. As a result, early diagnosis of diabetes, prediabetes, risk
of diabetes through symptom assessment by any means not only can prevent fatal
outcomes of diabetes but also can save up such a huge financial expenditure as stated
above, as well as increase the national productivity level, which could bring fruitful
outcomes in low- and middle-income countries. Thus in this paper, we are providing
analysis on a newly created dataset of 520 instances using different data classification
algorithm to find one that provides better accuracy. Finally, we have proposed a tool
for the end users to predict the likelihood of diabetes risk at its early stage, using
patients symptoms with the help of data mining techniques.

2 Literature Review

In this section, different researchworks that were envisioned to predict diabetes using
data mining have been provided with their remarkable contribution.

In [8], the authors collected 865 data with 9 attributes called Sex, Diastolic B.P,
Plasma glucose, Skin fold thick, BMI, Diabetes Pedigree type, No. of times Pregnant,
2 h Serum Insulin andDiabetes probability and usedWEKA3.6.6 for the experiment.
They found 100% accuracy with J48 (C4.5), 98.48%with the Decision Tree, 97.85%
with theNeuralNetwork, 96.54%with JRip and 95.85%withNaiveBayes algorithm.
They also calculated the performance over time.

In [9], the author used 738 patient’s data for experimental analysis. To predict
diabetes, they introduced algorithms like CNN,KNN, SVM, SVM+LDA,NB, SVM,
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ID3, C4.5, CART for comparing the analysis on the dataset. The best accuracy at
88.10% was achieved using SVM and LDA algorithm together.

In [10], the author compared three machine learning algorithms to predict dia-
betes. They introduced SVM, Logistic regression, ANN to seven attributes of their
data including the Glucose, Blood Pressure, Skin, Thickness, Insulin, BMI, Diabetes
Pedigree Function, and the age. After comparing their features, the researcher opin-
ionated that the Support VectorMachine (SVM) found SVMas the best classification
method.

In [11], the author used Artificial Neural Network for predicting diabetes They
collected 250 diabetes patients data from Pusat Perubatan University Kebangsaan
Malaysia, Kuala Lumpur and between 25 and 78 years old. They used MATLAB
to train data. They had done Regression analysis using different algorithms, BFGS
Quasi-Newton, Bayesian Regulation, and Levenberg–Marquardt. They found 88.8%
accuracy with Bayesian Regulation algorithm.

In [12], the authors usedPima IndianDiabetes dataset andWEKAas their software
tool for dataset testing. They tested their dataset with Naive Bayes (NB), Random
Forest (RF), and function-based Multilayer Perceptron (MLP) algorithms and used
different test methods called FCV, PS, and UTD. They also predicted with prepro-
cessed and without preprocessed data and made a convenient table on their result.
They found 100% accuracy with Random Forest algorithm with UTDmethod. How-
ever, the author stated that preprocessed data can give more accuracy in the Naive
Bayes algorithm.

In [13], the author has created a new model for type 2 diabetes patients treatment.
He collected 318 medical records with 9 nominal attributes including the patient’s
Gender, Age, Smoking, History of hypertension, Renal problem, Cardiac problem,
and Eye problem. The duration of Diabetes Basic control was used as a class level
attribute. He used the J48 algorithm and found an accuracy rate of 70.8% and ROC
(Receiver operating characteristic) rate was 0.624.

In [14], the authors have predicted diabetes with supervised and unsupervised
learning. They used the software tool WEKA to find a better prediction algorithm in
machine learning. Finally, they concluded that ANN or Decision tree is the best way
for diabetes prediction.

In [15], the author used Logistic Regression to predict diabetes. In their data, they
used Age, Smoking, Parental Diabetes Mellitus, Hypertension & Waist Circumfer-
ence, Sex, BMI, and HBA1C information as the attribute. The data analysis was
conducted using the software tool IBM SPSS 20.0. In result, they found the likeli-
hood 78.5565%, Cox & Snell R Square Nagelkerke Square 0.628, and Nagelkerke
R Square 0.839.

In [5], the author aimed to forecast whether the patient has been affected by
diabetes or not using the data mining tools and the MV dataset. This dataset contains
1024 complete instances of 26 parameters. MV dataset was collected from various
districts people using questionnaires. They experimented Decision Trees to predict
diabetes for local and systemic treatment.
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3 Proposed System Architecture

The proposed system architecture is shown in Fig. 1. The dataset containing the
information about the symptoms of the patients will be fed to the prediction algo-
rithms like Naive Bayes, Decision Trees, Logistic Regression, and Random forest
algorithm. Then the performance of the algorithms will be tested with appropriate
evaluation model, in particular, tenfold cross-validation and percentage split tech-
niques. Then the best algorithm chooses to build the system for the end users using
the dataset as database. Taking the symptom from the user as input, the system will
support the user for risk prediction.

4 Methodology

The dataset was analyzed using the following classification algorithms. The data
analysis procedure can be formulated according to the algorithm 1.

Data: Diabetes Symptom Dataset
Result: Classification Technique with Best Accuracy
i=1;
bestAccuracy=0;
maxAccuracy=accuracy(1st algo);
while i is less than or equal to numberOfAlgorithm do

if accuracy(ith algo) greater than maxAccuracy) then
maxAccuracy=accuracy(ith algo);
i++;

end
bestAccuracy=maxAccuracy;

end
Algorithm 1: Algorithm for Dataset Analysis

4.1 Naive Bayes (NB)

Naive Bayes uses a probabilistic algorithm. The algorithm assumes the features and
variables provided are independent to one another. It is carried out by using a prob-
abilistic approach, which determines class probabilities and predicts most probable
classes. The following equation from (1) to (3) represent the classification formula,
where Pos and Neg represent a person with diabetes risk and without diabetes risk,
which are the values of the class attribute for this dataset. X is the instances of the
dataset as well as person.

P(Pos|X) = P(x1|pos) ∗ P(x2|pos) ∗ · · · ∗ (xn|pos) ∗ P(Pos) (1)
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Fig. 1 Proposed system architecture

P(Neg|X) = P(x1|neg) ∗ P(x2|neg) ∗ · · · ∗ (xn|neg) ∗ P(Neg) (2)

P(xi |Pos) = (Total Pos|xi )
Total Pos

(3)

where i is an increment until it reaches n(total attributes for our data).

4.2 J48 Decision Tree (J48 DT)

J48 algorithm is a kind of decision tree which belongs to the supervised learning
algorithm. It is one of the most important classifiers as it is easy and simple to
implement. Using the decision tree, a dataset is broken down into smaller and smaller
subsets while at the same time an associated decision tree is incrementally developed.
The algorithm uses Eqs. (4)–(6) to find information gain for our dataset to predict
the outcome.

E(P) = −
n∑

j=1

∣∣Pj

∣∣
|P| log

∣∣Pj

∣∣
|P| (4)

E( j |P) =
∣∣Pj

∣∣
|P| log

∣∣Pj

∣∣
|P| (5)

Gain(P, j) = E(P − E( j |P)) (6)
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P represents total instance, n represents total number of classes, and j represents
total number of attributes in the dataset.

4.3 Logistic Regression (LR)

TheLR classifierworkswith the class and usesmultinomial logistic regressionmodel
with a ridge estimator. For k number of classes and for instances n with attributes m,
the parameter matrix B can be calculated with the matrix given in Eq. (7).

B = m ∗ (k − 1) (7)

The probability for class j with the exception of the last class is stated in (8) and the
last class probability given in (9).

Pj (Xi ) = exp
∑k−1

j=1 Xi B j

(1 + exp)
∑k−1

j=1 Xi B j
(8)

P ′
j (Xi ) = 1

(1 + exp)
∑k−1

j=1 Xi B j
(9)

Thus, the negative multinomial log-likelihood is

L = −∑n
i=1[�k−1

j (Yi j ∗ ln(Pj (Xi ))) + (1 − �k−1
j=1)∗

ln(1 − �k−1
j=1Pj (Xi ))] + ridge ∗ B2 (10)

In order to determine accuracy B, L is kept minimized as much as possible.

4.4 Random Forest (RF)

Random forest uses bagging method to train the dataset. For a training set of X =
x1, . . . , xn and Y = y1, . . . , yn , it selects random sample B times with replacement
of the training set and fits trees to these samples. After training, it predicts unseen
samples x ′ by averaging the predictions from all the individual regression trees on x ′
as shown in Eq. (11) and also by taking the majority vote in the case of classification
trees.

f̂ = 1

B

B∑

b=1

fb(x
′) (11)
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5 Experimental Analysis

Dataset details and the result analysis are represented in this section.

5.1 Dataset Details

This dataset contains reports of diabetes-related symptoms of 520 persons. It includes
data about peoples including symptoms thatmay cause diabetes. This dataset has been
created from a direct questionnaire to people who have recently become diabetic,
or who are still nondiabetic but having few or more symptoms. The data has been
collected from the patients using direct questionnaire from Sylhet Diabetes Hospital
of Sylhet, Bangladesh.

The data preprocessing has been conducted by handling themissing values follow-
ing the technique of ignoring the tuples with incomplete values. After preprocessing,

Table 1 Description of dataset

Number of attributes Number of instances

Diabetes symptom dataset 16 520

Table 2 Description of attribute

Attributes Values

Age 1.20–35, 2.36–45, 3.46–55,4.56–65, 6.above 65

Sex 1.Male, 2.Female

Polyuria 1.Yes, 2.No.

Polydipsia 1.Yes, 2.No.

Sudden weight loss 1.Yes, 2.No.

Weakness 1.Yes, 2.No.

Polyphagia 1.Yes, 2.No.

Genital thrush 1.Yes, 2.No.

Visual blurring 1.Yes, 2.No.

Itching 1.Yes, 2.No.

Irritability 1.Yes, 2.No.

Delayed healing 1.Yes, 2.No.

Partial paresis 1.Yes, 2.No.

Muscle stiffness 1.Yes, 2.No.

Alopecia 1.Yes, 2.No.

Obesity 1.Yes, 2.No.

Class 1.Positive, 2.Negative.
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Table 3 Comparison of evaluation metrics using tenfold cross-validation and percentage split
(80:20)

Evaluation metrics Cross-validation Percentage split

NB LR J48 RF NB LR J48 RF

Total number of instances 500 500 500 500 100 100 100 100

Correctly classified instances 437 462 478 487 88 91 95 99

87.4% 92.4% 95.6% 97.4% 88% 91% 95% 99%

Incorrectly classified instances 63 38 22 13 12 9 5 1

12.6% 7.6% 4.4% 2.6% 12% 9% 5% 1%

Fig. 2 Performance of classification algorithms using cross-validation technique

500 instances have been remained in total. Among them, 314 are positive values and
186 are negative values. The detail description of the dataset and the attributes are
shown in Tables 1 and 2. Two class variables are used to find whether the patient is
having a risk of diabetes (positive) or not (negative).

5.2 Result Analysis

Performance of different Data Mining techniques on our dataset with detailed accu-
racy information is represented in the following tables. Although Naive Bayes clas-
sifier is one of the most popular algorithms for data prediction, in case of our dataset,
the accuracy of it was the lowest for both the cross-validation method and also for
the percentage split. However, the best result was achieved using Random Forest
Algorithm where using tenfold cross-validation 97.4% instances were classified cor-
rectly and using percentage split technique, it could classify 99% of the instances
correctly as shown in Table 3. For the more semantic view of the performance of
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Fig. 3 Performance of classification algorithms using percentage split technique

Table 4 Comparison of performance parameters using tenfold cross-validation

Performance parameters Class Weighted average

NB LR J48 RF

TP rate Positive 0.869 0.936 0.949 0.978

Negative 0.886 0.903 0.968 0.968

Weighted
average

0.874 0.924 0.956 0.974

FP rate Positive 0.118 0.097 0.032 0.032

Negative 0.131 0.064 0.051 0.022

Weighted
average

0.123 0.084 0.039 0.029

Precision Positive 0.925 0.942 0.980 0.981

Negative 0.800 0.894 0.918 0.963

Weighted
average

0.879 0.924 0.957 0.974

Recall Positive 0.869 0.936 0.949 0.978

Negative 0.882 0.903 0.968 0.968

Weighted
average

0.874 0.924 0.956 0.974

F-measure Positive 0.897 0.939 0.964 0.979

Negative 0.839 0.898 0.942 0.965

Weighted
average

0.875 0.924 0.956 0.974

used algorithms using both evaluation techniques are depicted in graphs. In Fig. 2,
the performance of the algorithms using cross-validation evaluation is depicted and
in Fig. 3, the results from percentage split have been shown to represent the compar-
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Table 5 Comparison of performance parameters using percentage split

Performance parameters Class Weighted average

NB LR J48 RF

TP rate Positive 0.930 0.947 0.965 1.000

Negative 0.814 0.860 0.930 0.977

Weighted
average

0.880 0.910 0.950 0.990

FP rate Positive 0.186 0.140 0.070 0.023

Negative 0.070 0.053 0.035 0.000

Weighted
average

0.136 0.102 0.055 0.013

Precision Positive 0.869 0.900 0.948 0.983

Negative 0.897 0.925 0.952 1.000

Weighted
average

0.881 0.911 0.950 0.990

Recall Positive 0.930 0.947 0.965 1.000

Negative 0.814 0.860 0.930 0.977

Weighted
average

0.880 0.910 0.950 0.990

F-measure Positive 0.898 0.923 0.957 0.991

Negative 0.854 0.892 0.941 0.988

Weighted
average

0.879 0.910 0.898 0.980

Fig. 4 Homepage of proposed tool

ative accuracy of the used algorithms. The comparison of detail performance using
10 fold cross validation and percentage split given in Tables 4 and 5 respectively.
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6 Proposed Tool for the End Users

To provide instant help to the mass people for diabetes risk prediction, regardless of
location age or educational background an easy and globally accessible system is
required. As the web technology has quickly become the worlds most common way
of searching data and services, a simple website could be undertaken to check the
risk of the diabetes using users symptom as input. This website should provide both
predictions of likelihood of having diabetes and some useful health tips for both the
diabetic and nondiabetic. Useful health tips for a nondiabetic can reduce or delay the
risk of him/her to have diabetes. A demo homepage of our proposed tool is shown
in Fig. 4

7 Conclusion

The potentiality of diabetes is increasing among people of all age. The present study
says that detection of diabetes at its early stage can play a pivotal role in treatment.
Simple awareness measures such as low sugar diet, regular physical activity, and
healthy lifestyle can avoid obesity. As the data mining methods, techniques and
tools are becoming more promising to predict diabetes and eventually number of
patients reduce the treatment cost, its role in this medical health care is undeniable.
The main contribution is to find out the best algorithm for the prediction of newly
created datasets made for diabetic risk prediction. We found that the Random Forest
algorithm had performed with the best accuracy in percentage split evaluation test.
Finally, a tool for themarginal user has been proposed, which can be used for diabetic
risk prediction, awareness creation, and instant help. However, this research can be
updated regularly with a dataset with more instances and can apply other widely
accepted other data mining technologies for prediction purpose. As the system has
been only prototyped, a deploying version of this system can be considered as a
sustainable outcome of this research.

Ethical Approval: All procedures performed in studies involving human were in
accordance with the ethical standards of the institution at which the studies were
conducted and ethical approval was obtained from Sylhet Diabetic Hospital, Sylhet
Bangladesh. Ref: S.D.A/88

Informed Consent: Informed consent was obtained from all individual participants
included in the study.
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Medical Diagnosis Under Uncertain
Environment Through Bipolar-Valued
Fuzzy Sets

Palash Dutta and Dhanesh Doley

Abstract In medical field, the necessary data or information provided by patients
to medical experts are more often uncertain or vague. Fuzzy set theory is explored
to deal with these types of uncertain environment and to analyze the data explained
by the patients. Numerous studies have been done in the field of medicine using
fuzzy sets, in particular, medical diagnosis is a prominent one. However, most of the
studies leads to counterintuitive results. Therefore, in this paper, a medical diagnosis
has been made using the composition of bipolar-valued fuzzy sets. It is observed
that the present approach has the ability to address the medical diagnosis problem
so effectively, which tallies with analytical results along with human intuitions.

Keywords Bipolar-valued fuzzy sets · Intuitionistic fuzzy sets (IFS) · Positive
membership function · Negative membership function · Medical diagnosis

1 Introduction

Uncertainty is an integral part of real world problems such as engineering, medicine,
environmental science, social science, etc. and itmay arise due to lack of information,
imprecision, vagueness etc. To evaluate such types of problems, some mathematical
modeling can be used like fuzzy set theory, probability theory, etc., and each of them
has some limitations. Fuzzy set was introduced by Zadeh [1], which deals with an
uncertain environment. Various types of fuzzy sets are used to solve the uncertain
problems such as triangular fuzzy sets, trapezoidal fuzzy sets, parabolic fuzzy sets,
intuitionistic fuzzy sets, fuzzy soft sets, etc. Bipolar-valued fuzzy set is also one of
them. Lees [2] initiated an extension of fuzzy set and named bipolar-valued fuzzy
set in 2000. The membership degree of bipolar-valued fuzzy set ranges from [0, 1] to
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[−1, 1], In a bipolar-valued fuzzy set, themembership degree 0 denotes that elements
are irrelevant to the corresponding property. Also, the membership degree on (0, 1]
denotes that elements somewhat satisfy the property and the membership degree on
[−1, 0) denotes that elements somewhat satisfy the suggested property.

In the literature, many authors worked on medical diagnosis under the light of
fuzzy sets such as De et al. [3], discussed about medical diagnosis using IFSs. Szmidt
andKacpryzyk [4] presented amedical diagnostic reasoning using similaritymeasure
of IFSs. Maheswari and Srivastava [5] discussed the application of IFSs on medical
diagnosis. Ngana et al. [6], Dutta and Goala [7], Dutta and Talukdar [8], Vlachos and
Sergiadis [9]; Own [10], Ye [11] Boran and Akay [12], Davvaz and Sadrabadi [13]
also carried out medical investigation for the same IFS data. On the other hand, some
applications of bipolar fuzzy sets are encountered in literature such as Mahmood
et al. [14] worked on bipolar fuzzy subgroup. Da Silva Neves et al. [15] discussed
decision-making problem using bipolar fuzzy set. Bipolar-valued fuzzy BCK/BCI-
algebra is introduced by Said [16]. Abdullah, Aslam et al. [17] discussed decision-
making problem using bipolar fuzzy soft sets. Chen and Li et al. [18] discussed an
extension of bipolar fuzzy sets, i.e., m-polar fuzzy sets. Also, Mahmood, Abdullah
et al. [19] discussed multi-criteria decision-making problem of bipolar-valued fuzzy
sets. However, no effort has been observed in medical diagnosis using bipolar fuzzy
sets.

In this paper, an attempt has been made to convert IFS medical data into bipolar
form first, and then the composition of bipolar-valued fuzzy set has been performed.
Later, a mathematical formulation has been adopted to defuzzify bipolar data to carry
out medical diagnosis.

2 Preliminaries

In this section, we discuss about bipolar-valued and intuitionistic fuzzy sets.

2.1 Bipolar-Valued Fuzzy Set

Definition 1 Let A be any set in a universal discourse X . Then A is said to be bipolar-
valued fuzzy set [2] if A = {(x, μ+

A(x), μA−(x)) : x ∈ X} where μ+
A : X → [0, 1]

and μ−
A : X → [−1, 0]. That is, the positive membership degree μ+

A(x) denotes the
satisfaction degree of element x to the property corresponding to a bipolar-valued
fuzzy set A and the negative membership degree μ−

A(x) denotes the satisfaction
degree of x to some implicit counter property corresponding to the bipolar-valued
fuzzy set A. μ+

A(x) �= 0 and μ−
A(x) = 0 indicates only positive satisfaction for A

while μ+
A = 0 and μ−

A �= 0 indicates counter satisfaction property of A. It is possible
for elements x to be μ+

A(x) �= 0 and μ−
A(x) �= 0, when the membership function of

the property overlaps that of its counter property over some portion of the domain.

The reduced form of bipolar-valued fuzzy set A on the domain X is given by [20]
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A = {(x, μR
A(x)) : x ∈ X}

where
μR

A : X → [−1, 1]

Also, the membership degree μR
A(x) for the reduced representation can be derived

from the above canonical form as

μR
A(x) =

⎧
⎨

⎩

μ+
A(x), μ−

A = 0
μ−

A(x), μ+
A(x) = 0;

f (μ+
A(x), μ−

A(x)), otherwise.

Here, f (μ+
A(x), μ−

A(x)) is an aggregation function to merge a pair of positive and
negativemembership values into a value.Also,we candefine the aggregation function
f (μ+

A(x), μ−
A(x)) in various ways which may depend on the application domain.

Set Operation on Bipolar-Valued Fuzzy Sets: Let A1 and A2 be any two bipolar-
valued fuzzy sets in X whose canonical representations are given by

A1 ={(x; (μ+
A1

(x), μ−
A1

(x))) : x ∈ X} and
A2 ={(x; (μ+

A2
(x), μ−

A2
(x))) : x ∈ X}

respectively. Then the set operations for bipolar-valued fuzzy sets are defined as
follows [20]:

A1 ∪ A2 ={(x, μ(A1∪A2)(x)) : x ∈ X}
μA1∪A2(x) = (μ+

A1∪A2
(x), μ−

A1∪A2
(x))

μ+
A1∪A2

(x) = max{μ+
A1

(x), μ+
A2

(x)}
μ−

A1∪A2
(x) = min{μ−

A1
(x), μ−

A2
(x)}.

A1 ∩ A2 ={(x, μ(A1∩A2)(x)) : x ∈ X}
μA1∩A2(x) = (μ+

A1∩A2
(x), μ−

A1∩A2
(x))

μ+
A1∩A2

(x) = min{μ+
A1

(x), μ+
A2

(x)}
μ−

A1∩A2
(x) = max{μ−

A1
(x), μ−

A2
(x)}.

Ac
1 ={(x, μAc

1
(x)) : x ∈ X}

μAc
1
(x) = (μ+

Ac
1
(x), μ−

Ac
1
(x))

μ+
Ac
1
(x) = 1 − μ+

A1
(x)

μ−
A1

c = −1 − μ−
A1

(x)
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2.2 Intutionistic Fuzzy Set

Definition 2 The intuitionistic fuzzy set theory is an extension of the fuzzy set
theory by Atanassov [19]. Let A be a set in the universal set X . Then A is said to be
intuitionistic fuzzy set and is defined as

A = {(x, μA(x), νA(x)) : x ∈ X}

where the functions μA(x) : X → [0, 1] defines the degree of membership of the
element x ∈ X to the set A and νA(x) : X → [0, 1] defines the degree of nonmem-
bership of the element x ∈ X to the set A. Also, for every x ∈ X ,

0 ≤ μA(x) + νA(x) ≤ 1

The amount πA(x) = 1 − (μA(x) + νA(x)) is called the hesitation part or intuition-
istic index, which may cater either membership degree or nonmembership degree.

Set Operation on Intuitionistic Fuzzy Sets: Let A1 and A2 be any two intuitionistic
fuzzy sets in X which are defined by

A1 = {(x, μA1(x), νA2(x)) : x ∈ X}

and
A2 = {(x, μA2(x), νA2(x)) : x ∈ X},

respectively, and where μA1(x) and νA1(x) are, respectively, the membership degree
and nonmembership degree of x in A1. Similarly, for A2 also.
The set operations of A1 and A2 are defined as follows [20]:

A1 ∪ A2 ={(x, μA1∪A2(x), νA1∪A2(x)) : x ∈ X}
μA1∪A2(x) = max{μA1(x), μA2(x)}
νA1∪A2(x) = min{νA1(x), νA2(x).}

A1 ∩ A2 ={(x, μA1∩A2(x), νA1∩A2(x)) : x ∈ X}
μA1∩A2(x) = min{μA1(x), μA2(x)}
νA1∩A2(x) = max{νA1(x), νA2(x).}

Ac
1 ={(x, μAc

1
(x), νAc

1
(x)) : x ∈ X}

μAc
1
(x) = νA1(x)

νAc
1
(x) = μA1(x).
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3 Relationship Between IFSs and Bipolar-Valued Fuzzy
Sets

The canonical representation of a bipolar-valued fuzzy set A is A = {(x, (μ+
A(x),

μ−
A(x))) : x ∈ X} and representation of intuitionistic fuzzy set (IFS) [20] A is A =

{(x, μA(x), νA(x)) : x ∈ X}. In comparison, we get μ+
A(x) = μA(x) and μ−

A(x) =
−νA(x), which look like similar to each other. However, they are different from
each other in some circumstances such as in bipolar-valued fuzzy sets, the positive
membership degree μ+

A(x) characterizes the extent that the element x satisfies the
property A and the negative membership degree μ−

A(x) characterizes the extent that
the element x satisfies an implicit counter property of A. But in case of intuitionistic
fuzzy sets, the membership degree μA(x) denotes the degree that the element x
satisfies the property A and the membership degree νA(x) indicates the degree that
the element x satisfies the not-property of A. As a counter property is not usually
equivalent to not-property, both bipolar-valued fuzzy sets and intuitionistic fuzzy
sets are the different extensions of fuzzy sets.

4 Medical Diagnosis

This section presents an application of bipolar-valued fuzzy set in the medical field.
It is seen that medical diagnosis problems are dealing with uncertainty, imprecision,
vagueness, etc. To explore this types of problems, bipolar-valued fuzzy set is intro-
duced. Here, to performmedical diagnosis,max–min composition of bipolar-valued
fuzzy set has been introduced.

Suppose that, P = {pi } be a set of patients, S = {si } be a set of symptoms and
D = {di } ba set of diseases (i=1,2,3, …). The medical diagnosis will be performed
with mainly three steps:

Step1: Determination of patient symptoms.
Step2: Formulation of medical knowledge based on bipolar-valued fuzzy rela-

tions.
Step3: Determination of diseases on the basis of composition of bipolar-valued

fuzzy relations.
Let R2(S → D) be a bipolar-valued fuzzy relation and also construct a bipolar-

valued fuzzy relation R1 from the set patients(P) to the set of symptoms(S). Then
the composition R3 of bipolar-valued fuzzy relations R2 and R1, i.e., R3 = R2 ◦ R1

describes the state of patients pi in terms of the disease as a bipolar-valued fuzzy
relation from the set of patient(P) to the set of diseases(D) with positive membership
function is given by

μ+
R3

(pi , d) = max[min{μ+
R1

(pi , s), μ
+
R2

(s, d)}]
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and the negative membership function is given by

μ−
R3

(pi , d) = min[max{μ−
R1

(pi , s), μ
−
R2

(s, d)}]

∀pi ∈ P and d ∈ D.

For ranking of bipolar-valued fuzzy sets, we adopt the following mathematical for-
mula [21]:

Rank = μ+
R3

(pi , d) + (1 − μ−
R3

(pi , d))

2
.

4.1 Drawbacks of Existing Approaches

It is well known that uncertainty is an integral component of our real-life problem.
Specially, medical diagnosis problems deals with an uncertain environment. Fuzzy
set theory plays an important role for such kinds of problems, which are associated
with uncertainty. Many researchers worked on medical diagnosis using different
types of fuzzy sets, such as IFSs, PFSs, IVFSs, etc. In 2001,De et al. [3] first presented
medical diagnosis using IFSs. Then, Szmidt andKacprzyk [22] has criticizedDe et al.
[3] approach and performed another study in medical diagnosis using the same IFSs
medical data, but the results were obtained to be different. Several other studies have
been done using the same IFSs medical data such as Maheswari and Srivastava [5],
Ngana et al. [6], Dutta and Goala [7], Dutta and Talukdar [8], Vlachos and Sergiadis
[9], Own [10], Ye [11] Boran and Akay [12], Davvaz and Sadrabadi [13], however,
different chaotic and counterintuitive results were obtained. But, the present study
wants to establish that the results obtained by this method is logical, analytically
correct, and represent human intuitions.

4.2 Case Study

To perform medical diagnosis, consider four patients Rahul, Ratul, Rakesh, and
Rabin which are admitted in a hospital in Jorhat, Assam. The symptoms expressed
by patients to the medical expert are temperature, headache, stomach pain, cough,
and chest pain. Consequently, the set of patients

P = {Rahul, Ratul, Rakesh, Rabin} and the set symptoms
S = {T emperature, Headache, Stomach − pain,Cough,Chest − pain}.
Let D = {V iralFever, Malaria, T yphoid, Stomach − problem, Heart −

probleme} be the set of diseases given by the expert corresponding to the above
symptoms S.

The bipolar-valued fuzzy relation R1(P → S) is present inTable1 and the bipolar-
valued fuzzy relation R2(S → D) is presented in Table2. Also, the composition
relation R3 = R2 ◦ R1 is presented in Table3.
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Table 1 Patient–symptoms relation

R1 Temperature Headache Stomach-pain Cough Chest pain

Rahul (0.8, −0.1) (0.6, −0.1) (0.2, −0.8) (0.6, −0.1) (0.1, −0.6)

Ratul (0, −0.8) (0.4, −0.4) (0.6, −0.1) (0.1, −0.7) (0.1, −0.8)

Rakesh (0.8, −0.1) (0.8, −0.1) (0, −0.6) (0.2, −0.7) (0, −0.5)

Rabin (0.6, −0.1) (0.5, −0.4) (0.3, −0.4) (0.7, −0.2) (0.3, −0.4)

Table 2 Symptoms–disease relation

R2 Viral fever Malaria Typhoid Stomach
problem

Chest problem

Temperature (0.4, 0.0) (0.7, 0.0) (0.3, −0.3) (0.1, −0.7) (0.1, −0.8)

Headache (0.3, −0.5) (0.2, −0.6) (0.6, −0.1) (0.2, −0.4) (0.0, −0.8)

Stomach-pain (0.1, −0.7) (0.0, −0.9) (0.2, −0.7) (0.8, 0.0) (0.2, −0.8)

Cough (0.4, −0.3) (0.7, 0.0) (0.2, −0.6) (0.2, −0.7) (0.2, −0.8)

Chest pain (0.1, −0.7) (0.1, −0.8) (0.1, −0.9) (0.2, −0.7) (0.8, −0.1)

Table 3 Patient–disease relation

R3 Viral fever Malaria Typhoid Stomach
problem

Chest problem

Rahul (0.4, −0.7) (0.7, −0.8) (0.6, −0.7) (0.2, −0.6) (0.2, −0.8)

Ratul (0.3, −0.7) (0.2, −0.8) (0.4, −0.8) (0.6, −0.7) (0.1, −0.8)

Rakesh (0.4, −0.6) (0.7, −0.6) (0.6, −0.6) (0.2, −0.7) (0.2, −0.7)

Rabin (0.4, −0.4) (0.7, −0.4) (0.5, −0.4) (0.3, −0.4) (0.3, −0.4)

Table 4 Ranking value of patient–disease relation

R3 Viral fever Malaria Typhoid Stomach
problem

Chest problem

Rahul 1.05 1.25 1.15 0.9 1.0

Ratul 1.0 1.0 1.1 1.15 0.95

Rakesh 1.0 1.15 1.1 0.95 0.95

Rabin 0.9 1.05 0.95 0.85 0.85

Finally, the calculated rank value using by the above ranking formula, i.e.,

Rank = μ+
R3

(pi , d) + (1 − μ−
R3

(pi , d))

2

is described in Table 4.
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From the above Table 4, it is observed that the maximum numerical value arises
in the first row is 1.15which is associated with the disease Malaria . Therefore, it is
cleared that Rahul is likely suffering from Malaria. Similarly, it can be concluded
that Ratul, Rakesh, and Rabin is suffering from the disease Stomachproblem,
Malaria, and Malaria respectively.

5 Conclusion

In this paper, we studied bipolar fuzzy sets and its comparison with IFS. Here,
we observed that bipolar fuzzy set has a relationship with IFS. Also, here, a case
study on medical diagnosis has been made through bipolar-valued fuzzy sets and it is
observed that a patient is suffering fromadisease if he has themaximumrankingvalue
associated with that disease. Furthermore, the present approach provides logically
and analytically true results which also have the ability to human intuitions.
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Design and Analysis of Novel Room
Temperature T-Ray Source
for Biomedical Imaging: Application
in Full Body Prosthetics

Saikat Adhikari, Singam Jayanthu and Moumita Mukherjee

Abstract The authors have designed and studied the superlattice terahertz device
for accurate detection of cancer cell in a Full Body Prosthetic (FBP). For this, a gen-
eralized nonlinear simulator is developed and the same is verified by comparing the
results with those of experimental observation. Themodel predicts that identification
of cancerous cell in FBP could be done satisfactorily by analyzing corresponding
thermographs. For T-Ray source and detector, the authors have considered p++ -n- -
n - n++ typeMixedTunnelingAvalanche Transit Time (MITATT)Device at 0.1 THz.
The study reveals that the proposed device is capable of developing 10 W level of
fundamental harmonic power at around 100 GHz. The authors have also studied the
effects of modulation on electric field profiles for different phase angles. The sim-
ulator incorporates the physical and electrical properties of GaN/AlN superlattice,
which include temperature and field dependent carrier ionization rates, saturation
velocity of charge carriers, mobility, inter-subband tunneling and drift velocity over-
shoot effects as well as hot carrier effects inter-band scattering of electron-hole pairs
in superlattice region. An equivalent circuit model is developed and analyzed for
obtaining impedance and admittance characteristics. To the best of authors’ knowl-
edge this is the first report on large-signal modeling of THz Solid State imaging unit
for thermographic analysis of malignant tumors in Full Body Prosthetics (FBP).
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1 Introduction

The terahertz region (1 THz = 1012 Hz) lies in between the microwave and infrared
regime of electromagnetic spectrum. This has now become a promising area of R&D
activities in the diversified field of Physics, Chemistry, Engineering, andMedical and
Biological Sciences. The unique property of T-Ray is its low photon energy which
intern is beneficial for medical applications owing to its nonionizing nature. The
presence of malignancy in human blood cell causes increase in tissue water content.
This acts as a contrast in T-Ray imaging. In spite of its huge application possibilities,
the Biomedical Instrument Industries are still lagging in full utilization of this range
of EM Spectrum for the noninvasive and nonhazardous imaging of human body.
This is because of the lack of suitable room temperature and compact sources and
detectors. Most of the available T-Ray sources are bulky and low temperature and
therefore not suitable for Biomedical applications. Considering the ever growing
need of the development of T-Ray sources for biomedical purpose, the authors have
proposed a new class of solid-state room temperature device that can be used as a
potential T-Ray source for the identification of malignant tumors in organ placed in
a Full Body Prosthetic (FBP) arrangement.

A full body prosthetic (FBP) is an artificial system holding the life support sys-
tem for an isolated brain or transplanted head. Due to the experimental nature of
artificial organ technologies, an artificial body could be designed to house biolog-
ical organs from a donor. A noninvasive and safe method of biomedical scanning
would be essential to reduce the risk of infection and structural weakness if the
FBP’s internal system is exposed. The terahertz band lies between the microwave
and infrared regions of the electromagnetic spectrum and the radiation has very low
photon energy, and thus it does not pose any ionization hazard for biological tissues.
The radiation has unique absorption spectra due to intermolecular vibrations in this
region that have been found in different biological materials. This is the uniqueness
of T-Ray-imaging in medical applications for providing complimentary information
to the existing imaging techniques. For checking the viability of T-Ray imaging for
an FBP, a full-scale simulator will be developed. The Comsol based model will con-
sider the healthy and malignant cells under various operating conditions inside an
FBP, so as to approximate a human body. The simulated Terahertz imaging device
will be used to locate the condition and location of the target cells. In addition to
being relevant to detecting malignant tumors in a modeled FBP, the findings could
further be useful in analysis of customized bioreactors for the biotechnology and
pharmaceutical industries.

The present paper will report (i) Design and Characterization of an exotic
Avalanche Transit Time (ATT) device for T-Ray generation, (ii) Design of a suitable
T-Ray radiation system; (iii) T-Ray imaging snap shots of malignant tumor located
in a specially designed FBP. The authors have designed a ATT device where carrier
generation is contributed by both Avalanche multiplication and inter-band tunnel-
ing phenomenon. The resultant device will operated in MITATT (Mixed Impact-
ionization Tunneling ATT) mode and corresponding power generation will be in
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THz frequency regime. The proposed structure is a Hexagonal Wz-GaN/AlN super-
lattice of periodicity four with asymmetrical doping and width distribution in the
active region of the device. Superlattice structure with asymmetrical doping profile
in central active region results in spatial separation of mobile electrons and holes
within the central region of the designed ATT device. This improves the electri-
cal/electronic/transport properties such as carrier lifetime, saturation velocity, and
mobility significantly. The band to band transition and drifting of charge carriers in
the active region of the device further induces a current-pulse in the external-circuit
and this generates an oscillation of desired frequency in THz region. The authors
have earlier developed and published a nonlinear, self-consistent, large-signal simu-
lator for the realistic modeling and analysis of MITATT devices [1, 2]. In the present
study, the authors have used that simulator with some important modification for the
various quantum aspect of carrier transition in asymmetrically doped GaN/AlGaN
superlattice structure. Mixed Quantum Classical Drift-Diffusion model is used for
solving nonlinear Poisson and charge continuity equations subject to appropriate
boundary conditions [3]. The validity of the model is established by comparing the
simulated data with experimental findings.

A huge research work has been done, by this time, with Wide Band Gap (WBG)
semiconductor-basedMITATT/IMPATT devices in current years [1, 2]. The research
works aremostly focused on IMPATTmode of operationwith flat type doping density
distribution. The published studies have established the potentiality/superiority of
wide-bandgap SiC, III–VGaN, and Si/SiCmaterials for generating T-Ray signalwith
a medium to low efficiency [1, 2]. To the best of authors’ knowledge asymmetrically
doped superlatticeMITATTdevices are not presently available in published literature.
High-frequency oscillation generation requires high mobility of charge carrier in
transit. Specially designed superlattice structure is much promising from this aspect
of study; this has prompted the authors to choose such exotic doping profiles for
designing of a room temperature and efficient power source at Terahertz frequency
region.

Wide band gap materials (III–V and IV–IV compound semiconductors) are
promising for developing high power efficient ATT devices. Power output from an
ATT device depends upon the saturation velocity and critical electric field at break-
down of the base semiconductor. GaN and AlN, having saturation velocity ~2 ×
105 m/s, critical breakdown field ~2 × 108 V/m, are expected to be a potential pair
for developing a superlattice structure. The inherent mobility of AlN/GaN reduces
transit time of carriers through the active region of the device. This makes the device
suitable for oscillating at THz (0.1 THz to 10 THz) frequency region. Moreover,
the lattice mismatch in between sapphire substrate and epilayer AlN/GaN is min-
imum compared to flat GaN epilayer [4]. Thus the authors have chosen AlN/GaN
superlattice for designing the high power, high-frequency ATT device.

Worldwide physicians are concerned for the early diagnosis of cancer in human
body so as to ensure that patient’s life could be saved. Most of the noninvasive imag-
ing techniques, those are commonly available nowadays, mostly rely upon X-Ray.
However, X-Ray is an ionizing radiation and it’s a secondary cause of malignancy.
Moreover, early diagnosis of malignant tumor is the biggest unsolved issue/problem
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asX-Ray canonly detect tumor of dimension>7mm.T-Ray, on the other hand, is non-
ionizing and thus expected to identify cancerous tumor of less than 1 mm diameter.
This possibility is thoroughly studied by the authors in the present paper by designing
a computer-based FBP system with malignant and nonmalignant cell/tissues tumors
of various dimensions within the designed FBP. COMSOLmultiphysics based semi-
conductor/RF module and heat transfer module are used for this purpose.

2 Methodology

This part of the research article will deal with the design and simulation methodol-
ogy, imposed boundary conditions and the device dimension details. The work flow
diagram is shown in Fig. 1.

2.1 Quantum Modified Non-linear Drift-Diffusion
(QMNLDD) Model for ATT Devices

The asymmetrically doped AlN/GaN-ATT (p++ -n- - n+ - n++ doping profile)
Terahertz source and detector have been designed and analyzed in the paper. The
physical properties including thermal/electrical/electronic properties of AlN/GaN
materials along the symmetric axis of the device are shown in Table 1. The authors
have made a generalized, non-linear Large-signal (L-S) simulation to get original /
realistic view of the device characteristics under various operating conditions. For
each instant of time, the physical properties, including, electric field, charge carrier
current components and recombination current are obtained by solving the non-linear

Fig. 1 Work flow diagram of the T-Ray scanning and imaging system developed in-situ
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Table 1 Material parameters of different semiconductors

S.
No

Attribute Symbol with
unit

Si GaAs 6H-SiC 4H-SiC GaN AIN

1 Bandgap Eg
(Electron Volt)

1.12 1.43 3.03 3.26 3.45 6.05

2 Dielectric
Constant

εr 11.9 13.1 9.66 10.1 9.00 9.14

3 Electric
Breakdown
Field

Ec
(kV/cm)

300 400 2,500 2,200 2,000

4 Electron
Mobility

μn
(cm2/V s)

1500 8500 500 80 1000 1250 300

5 Hole Mobility μp

(cm2/V s)
600 400 101 115 850 –

6 Thermal
Conductivity

λ

(W/cm K)
1.5 0.46 4.9 4.9 1.3 2.85

7 Saturated
Electron
Drift Velocity

vsat
(×107cm/s)

1 1 2 2 2.2 1.6

field and carrier transport equations, i.e. Poisson’s equation and combined current
continuity equations for different modulation factors at the boundaries of the active
region, subject to satisfaction of appropriate boundary conditions. The authors have
considered the effect of introducing a buffer n-bump layer of appropriate doping
density in between the substrate and epi-layer.

∂2

∂x2
V (x, t) = −q

ε
[Nd(x, t) − Na(x, t) + Cp(x, t) − Cn(x, t)] (1)

∂

∂x
p(x, t) = −(

1

q
)

∂

∂x
J p(x, t) + Gp(x, t) − Rp(x, t) (2)

∂

∂x
n(x, t) = (

1

q
)

∂

∂x
J n(x, t) + Gn(x, t) − Rn(x, t) (3)

Jp(x, t) = −qμp[Cp(x, t)
∂

∂x
V (x, t) + (

KBTj

q
)
d

∂x
Cp(x, t)] (4)

Jn(x, t) = −qμn[Cn(x, t)
∂

∂x
V (x, t) − (

KBTj

q
)
d

∂x
Cn(x, t)] (5)

Jt (x, t) = Jn(x, t) + Jp(x, t) (6)

where Jp,n(x, t) denotes electron and hole current density, V (x, t) is electric poten-
tial, Jt (x, t) denotes the total current density, C p,n(x, t) is for charge carrier con-
centration, Gp,n(x, t) is for carrier generation rate, Rp,n(x, t) denotes the carrier
recombination rates, Na(x, t) and Nd(x, t) are the the electron and hole current den-



142 S. Adhikari et al.

sities, respectively, μp,n , ε, Tj are the mobility of electrons and holes, permittivity,
junction temperature respectively.

The carrier generation rates are obtained due to the avalanche phenomenon and
band to band tunneling of electron and hole. It can be written as-

Gp,n(x, t) = GAp,n (x, t) + GTp,n (x, t) + Gphp,n (x, t) (7)

where, GAn,p (x, t), GTp,n (x, t) and Gphp,n (x, t) represent the avalanche generation
rates and tunnel carrier current generation rates and opto-generation rate respectively.
The avalanche carrier generation rates for electron and hole can be expressed as-

GAp (x, t) = GAn (x, t) = αp(x, t)vp(x, t)Cp(x, t) = αn(x, t)vn(x, t)Cn(x, t)

where, αp,n , vp,n are the ionization-rate and drift velocities of the charge carriers
respectively. The electron tunneling generation in GaN/AlN is expressed as

GTn (x, t) = aT E
2(x, t) exp[1 − bT

E(x, t)
].

where, E(x, t) represents the electric field. The coefficients aT and bT can be deter-
mined by

aT = q

8π�2
(
m∗

n

Eg
)
1
2 , bT = 1

2q�
(
m∗

n Eg

2
)
1
2

where, Eg is the band gap energy introduced in AlN/GaN superlattice by means
of doping, m∗

n is the effective mass of electron, �( h
2π ) is the normalized Planck’s

constant, q (1.6 × 10−19 C) is charge of the electron and h (6.625 × 10−34) is the
Planck’s constant. The tunnel induced hole generation rate can be expressed as-
GTp (x, t) = GTn (x

′, t). The tunnel induced hole-generation rate at x is the function
of electron generation rate due to tunneling at x ′. where, (x − x ′) is the spatial
separation in between valance and conduction band at the same energy level. It can
be obtained from the energy band diagram of p++ -n- - n+ - n++ device.

2.2 Simulaion of FBP Model

Comsol Multiphysics Simulator is used for designing an equivalent FBP model with
cylindrical geometry. The dimension of the Cylinder is as follows:

120 mm in length and 50 mm in diameter
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2.3 Comsol Thermographic Model of T-Ray Radiation System

ComsolMultiphysics Electromagnetic Module is used for designing T-Ray radiation
system and corresponding generation of thermographs. Hyperthermic oncology and
relevant models coupled with EM Modules that include bioheat equations are used
for this purpose. The model takes the advantage of rotational symmetry which intern
allows modeling in quasi 3D cylindrical coordinates with an appropriate selection of
finemeshing to achieve excellent accuracy. Themodel uses frequency domain formu-
lation. T-Ray radiation source/antenna is embedded in a FBP along its axis. Initially,
the FBP is considered to be filled with nonmalignant cell and thereafter with malig-
nant cell of appropriate permittivity and thermal conductivity values. The radiation
coming out from the source has been absorbed by the surroundings cells and gener-
ates heating effects according to the electrical properties of malignant/nonmalignant
cells. Due to the more water contains in malignant cell compared to its nonmalignant
counter parts, thermal gradient would vary considerably and the authors have accu-
rately studied the corresponding thermographs to detect the presence of malignant
cell in FBP. In addition to heat transfer equation, the model computes cell dam-
age integral as well. The T-Ray radiation source distribution decays gradually as a
function of distance from the source. The authors have considered the electrical and
thermal properties of malignant and nonmalignant cells from published literature [5].

3 Result and Discussion

The electric field snapshots are shown in Fig. 2 for different phase angles. It is
depicted that the device breaks down at a critical electrical field of 1.1 × 108 V/m.
The active region width ~0.8 μm. The effects of modulation at different phase angle
are shown in the figures. Figure 3 depicts the admittance characteristics of the simu-
lated T-Ray source for different operating temperatures. It is observed that the peak
frequency of oscillation at 300K is 100GHz and the same elevated to 107GHz for an
increase of junction temperature up to 600 K. The avalanche frequency of oscillation
is observed to be 48 GHz. Figure 4 shows temperature-dependent negative resistiv-
ity plots of the active device. The peak resistivity value at 300 K is found to be 5
× 10−2 �m. The study also reveals that the value of negative resistivity gradually
decreases with increasing temperature and at 600 K the value reduces to ~30%. The
profile clearly indicates that the possibility of generation of RF power is more in the
mid active region. Figure 5 shows the designed cylindrical FBP. Figure 6 denotes
the T-Ray Thermographs of Malignant and Nonmalignant cells in FBP. In case of
normal fatty breast tissue the temperature rise, as a result of absorption of T-Ray
radiation, is insignificant (almost in between 300 and 310 K), whereas the tempera-
ture variation and enhancement is quite significant in presence of malignant breast
tissues. The corresponding thermographs reveals the temperature variation between
310 and 550 K. This increase of temperature is due to the presence of more water
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Fig. 2 Electric field properties of Wz-GaN/AIN superlattice ATT device at W-band
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Fig. 3 Temperature-dependent admittance plots of Wz-GaN/AIN superlattice ATT device at W-
band

Fig. 4 Temperature-dependent negative resistivity plots of Wz-GaN/AIN superlattice ATT device
at W-band
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Fig. 5 Sechametic Diagram of FBP

in cancer affected cell in breast organ. The increase in temperature is more near the
T-Ray radiation source and decreases gradually with distance. The dimension of the
malignant tumor has been considered to be less than 1 mm. The published literature,
dealt with X-Ray radiation, shows that malignant tumor of such a small dimension
could not be predicted with such accuracy by simply adopting a cost-effective, room
temperature, and easy technique [5].

4 Conclusion

A generalized Mixed Quantum Modified Nonlinear Drift-Diffusion (QMNLDD)
simulator for designing and studying GaN/AlN exotic MITATT device has been
developed by the authors. The necessity of incorporation of superlattice dop-
ing and properties in conventional model is to improve the high-frequency elec-
tronic/electrical and thermal properties of the MITATT Device. GaN/AlN asymetri-
cal superlattice is found to be a good replacement of conventional GaN flat profile
devices as far as improved admittance, electrical field profile, power output, and effi-
ciency are concerned. T-Ray Radiation Thermographs clearly establish the accuracy
level of T-Ray imaging technique in diagnosis of malignant breast tumor of <1 mm
diameter. The study, for the first time, establishes the superiority of GaN/AlN super-
lattice based T-Ray Radiation source in hypothermic/thermal analysis of malignancy
when the affected organ is inside a designed cylindrical FBP. To the best of authors’
knowledge, this is the first report on asymmetrical superlatticeMITATT/ATTDevice
in noninvasive low cost and accurate identification of Breast Cancer.
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Fig. 6 Simulation thermographs: THz thermal imaging of normal and malignant human breast
tissues
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