
A1523
A1541
A1524
A1016

A1542
A1526
A1019
A1020
A1021
A1528

A1616
A1617
A1618

A1619

A1620
A1022
A1621
A1007
A1622
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#Skill Course - 1 credit with 2 Practical HoursProfessional 

Elective-I 

Graph Theory 

Introduction to Data Science 

Web Programming 

Image Processing 

Soft Computing 

Professional Elective - II 

Software Testing Methodologies 

Information Retrieval Systems 

Pattern Recognition 

Full Stack Development- Java 

Data Warehousing and Business Intelligence 

Io . l l 

 A1611
A1612
A1613
A1614
 A1615

A1623
A1624
A1625
A1626
A1627

Open Elective - I 

A1628

A1629

Fundamentals of AI

Machine learning basis 
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DESIGN AND ANALYSIS OF ALGORIT HMS 

B.Tech. Ill Year I Sem.

Prerequisites: 

1. A course on "Computer Programming and Data Structures".

2. A course on "Advanced Data Structures".

Course Objectives: 

1. Introduces the notations for analysis of the performance of algorithms.

2. Introduces the data structure of disjoint sets.

L T P C 

3 0 0 3 

3. Describes major algorithmic techniques (divide-and-conquer, backtracking, dynamic Programming,
greedy, branch and bound methods) and mention problems for which eachtechnique is appropriate

4. Describes how to evaluate and compare different algorithms using worst-, average-, and bestcase
analysis.

5. Explains the difference between tractable and intractable problems, and introduces theProblems
that are P, NP and NP complete.

Course Outcomes: 

1. Ability to analyze the performance of algorithms

2. Ability to choose appropriate data structures and algorithm design methods for a specified
application

3. Ability to understand how the choice of data structures and the algorithm design methodslmpact
the performance of programs

UNIT -1 

Introduction: Algorithm, Performance Analysis-Space complexity, Time complexity, AsymptoticNotations- Big oh 
notation, Omega notation, Theta notation and Little oh notation. 
Divide and conquer: General method, applications-Binary search, Quick sort, Merge sort, Strassen'smatrix 

multiplication. 

UNIT - II 

Disjoint Sets: Disjoint set operations, union and find algorithms 

Backtracking: General method, applications, n-queen's problem, sum of subsets problem, graphcoloring 

UNIT -Ill 

Dynamic Programming: General method, applications- Optimal binary search trees, 0/1 knapsackproblem, 
All pairs shortest path problem, Traveling sales person problem, Reliability design. 

UNIT - IV 

Greedy method: General method, applications-Job sequencing with deadlines, knapsack problem.Minimum cost 
spanning trees, Single source shortest path problem. 

UNIT -V 

Branch and Bound: General method, applications - Travelling sales person problem, 0/1 knapsac_kproblem - LC 
Branch and Bound solution, FIFO Branch and Bound solution. 
NP-Hard and NP-Complete problems: Basic concepts, non-deterministic algorithms, NP - Hard andNP­
Complete classes, Cook's theorem. 
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BUSINESS ECONOMICS AND FINANCIAL ANALYSIS 

B.Tech. Ill Year I Sem. L T P C 
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Prerequisites: None 

Course Objective: To learn the basic Business types, impact of the Economy on Business and Firms 

specifically. To analyze the Business from the Financial Perspective. 

Course Outcome: The students will understand the various Forms of Business and the impact of economic 

variables on the Business. The Demand, Supply, Production, Cost, Market Structure, Pricingaspects are learnt. 

The Students can study the firm's financial position by analysing the Financial Statements of a Company. 

UNIT-I 

Introduction to Business and Economics: 

Business: Structure of Business Firm, Theory of Firm, Types of Business Entities, Limited Liability Companies, 

Sources of Capital for a Company, Non-Conventional Sources of Finance. 

Economics: Significance of Economics, Micro and Macro Economic Concepts, Concepts and Importance of 

National Income, Inflation, Money Supply in Inflation, Business Cycle, Features and Phases of Business Cycle. 

Nature and Scope of Business Economics, Role of Business Economist, Multidisciplinary nature of Business 

Economics. 

UNIT-II 

Demand and Supply Analysis: 

Elasticity of Demand: Elasticity, Types of Elasticity, Law of Demand, Measurement and Significance of Elasticity 

of Demand, Factors affecting Elasticity of Demand, Elasticity of Demand in decision making.Demand Forecasting: 

Characteristics of Good Demand Forecasting, Steps in Demand Forecasting, Methods of Demand Forecasting. 

Supply Analysis: Determinants of Supply, Supply Function & Law of Supply. 

UNIT -Ill 

Production, Cost, Market Structures & Pricing: 

Production Analysis: Factors of Production, Production Function, Production Function with onevariable input, 

two variable inputs, Returns to Scale, Different Types of Production Functions. 

Cost analysis: Types of Costs, Short run and Long run Cost Functions. 

Market Structures: Nature of Competition, Features of Perfect competition, Monopoly, Oligopoly,Monopolistic 

Competition. 

Pricing: Types of Pricing, Product Life Cycle based Pricing, Break Even Analysis, Cost Volume ProfitAnalysis. 

UNIT -IV 

Financial Accounting: Accounting concepts and Conventions, Accounting Equation, Double-Entry system of 

Accounting, Rules for maintaining Books of Accounts, Journal, Posting to Ledger, Preparation of Trial Balance, 

Elements of Financial Statements, Preparation of Final Accounts. 

UNIT -V 

Financial Analysis through Ratios: Concept of Ratio Analysis, Liquidity Ratios, Turnover Ratios.Profitability 

Ratios, Proprietary Ratios, Solvency, Leverage Ratios (simple problems). 

TEXT BOOKS: 
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Prerequisites 

1. A course on "Database Management Systems".

2. Knowledge of probability and statistics.

Course Objectives: 

• To explore the fundamental concepts of data analytics.

• To learn the principles and methods of statistical analysis

3 0 0 3 

• Discover interesting patterns, analyze supervised and unsupervised models and estimate the
accuracy of the algorithms.

• To understand the various search methods and visualization techniques.

Course Outcomes: After completion of this course students will be able to 

UNIT -I 

• Understand the impact of data analytics for business decisions and strategy

• Carry out data analysis/statistical analysis

• To carry out standard data visualization and formal inference procedures

• Design Data Architecture

• Understand various Data Sources

Data Management: Design Data Architecture and manage the data for analysis, understand various sources of Data 
like Sensors/Signals/GPS etc. Data Management, Data Quality (noise, outliers, missing values, duplicate data) and 
Data Processing & Processing. 

UNIT- II 

Data Analytics: Introduction to Analytics, Introduction to Tools and Environment, Application of Modeling in Business, 
Databases & Types of Data and variables, Data Modeling Techniques, Missing Imputations etc. Need for Business 
Modeling. 

UNIT - Ill 

Regression - Concepts, Blue property assumptions, Least Square Estimation, Variable Rationalization, and Model 
Building etc. 
Logistic Regression: Model Theory, Model fit Statistics, Model Construction, Analytics applications to various Business 
Domains etc. 

UNIT - IV 

Object Segmentation: Regression Vs Segmentation - Supervised and Unsupervised Learning, Tree Building -
Regression, Classification, Overfitting, Pruning and Complexity, Multiple Decision Trees etc. Time Series Methods: 
Arima, Measures of Forecast Accuracy, STL approach, Extract features from generated model as Height, Average 
Energy etc and Analyze for prediction 

UNIT-V 

Data Visualization: Pixel-Oriented Visualization Techniques, Geometric Projection Visualization Techniques, Icon­
Based Visualization Techniques, Hierarchical Visualization Techniques, Visualizing Complex Data and Relations. 

TEXT BOOKS: 

1. Student's Handbook for Associate Analytics - II, Ill.
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Prerequisites: 

1. Data structures, finite automata and probability theory

2. Object Oriented Programming

3. Web Technologies

Course Objectives: 

1. To Develop and explore the problems and solutio'ns of NLP.

2. Introduce fast, efficient, interactive and scalable web applications using run time environmentprovided
by the full stack components.

Course Outcomes: 

1. Show sensitivity to linguistic phenomena and an ability to model them with formal grammars.

2. Knowledge on NL TK Library implementation.

3. Work on strings and trees, and estimate parameters using supervised and unsupervisedtraining
methods.

4. Design flexible and responsive Web applications using Node JS, React, Express and Angular.

5. Perform CRUD operations with MongoDB on huge amount of data.

6. Develop real time applications using react components.

7. Use various full stack modules to handle http requests and responses

List of Experiments 

NLP: Implement the following using Python 

1. Write a Python Program to perform following tasks on text

a) Tokenization b) Stop word Removal

2. Write a Python program to implement Porter stemmer algorithm for stemming

3. Write Python Program for a) Word Analysis b) Word Generation

4. Create a Sample list for at least 5 words with ambiguous sense and Write a Python programto
implement WSD

5. Install NL TK tool kit and perform stemming

6. Create Sample list of at least 10 words POS tagging and find the POS for any given word

7. Write a Python program to

a) Perform Morphological Analysis using NLTK library

b) Generate n-grams using NLTK N-Grams library

c) Implement N-Grams Smoothing

8. Using NL TK package to convert audio file to text and text file to audio files.

Full Stack Development 

1. Create an application to setup node JS environment and display "Hello World".

2. Create a Node JS application for user login system.

3. Write a Node JS program to perform read, write and other operations on a file.

4. Write a Node JS program to read form data from query string and generate response usingNodeJS
5. Create a food delivery website where users can order food from a particular restaurant listed inthe

website for handling http requests and responses using NodeJS.
6. Implement a program with basic commands on databases and collections using MongoDB.

7. Implement CRUD operations on the given dataset using MongoDB.
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DEEP LEARNING LAB 

B.Tech. Ill Year II Sem

Course Objectives: 

1. To Build The Foundation Of Deep Learning.

2. To Understand How To Build The Neural Network.

3. To enable students to develop successful machine learning concepts.

Course Outcomes: 

1. Upon the Successful Completion of the Course, the Students would be able to:

2. Learn The Fundamental Principles Of Deep Learning.

L T P C 

0 0 2 1 

3. Identify The Deep Learning Algorithms For Various Types of Learning Tasks in variousdomains.
4. Implement Deep Learning Algorithms And Solve Real-world problems.

LIST OF EXPERIMENTS: 

1. Build a deep neural network model using linear regression using a single variable. (User defined functions)
2. Build a deep neural network model using linear regression using multiple variables.
3. Write a program to convert speech into text.
4. Write a program to convert text into speech.
5. Write a program to convert video into frames.
6. Write a program for Time-Series Forecasting with the LSTM Model.
7. Build a feed forward neural network for prediction of logic gates.
8. Write a program to implement deep learning Techniques for image segmentation.
9. Write a program for object detection using image labeling tools.
10. Write a program to predict a caption for a sample image using LSTM.
11. Write a program for character recognition using CNN.
12. Write a program to predict a caption for a sample image using CNN.
13. Write a program for character recognition using RNN and compare it with CNN.
14. Write a program to detect Dog image using YOLO Algorithm.
15. Write a program to develop Autoencoders using MNIST Handwritten Digits.
16. Write a program to develop a GAN for Generating MNIST Handwritten Digits.

TEXT BOOKS: 

1. Deep Learning by Ian Goodfellow, Yoshua Bengio and Aaron Courville, MIT Press.

2. The Elements of Statistical Learning by T. Hastie, R. Tibshirani, and J. Friedman, Springer.

3. Probabilistic Graphical Models. Koller, and N. Friedman, MIT Press.

REFERENCES: 

1. Bishop, C, M., Pattern Recognition and Machine Learning, Springer, 2006.

2. Yegnanarayana, B., Artificial Neural Networks PHI Learning Pvt. Ltd, 2009.

3. Golub, G.H., and Van Loan C.F., Matrix Computations, JHU Press, 2013.

4. Salish Kumar, Neural Networks: A Classroom Approach, Tata McGraw-Hill Education, 2004.

Extensive Reading: 

• http://www.deeplearning.net

• https://www.deeplearningbook.org/

• https://developers.google.com/machine-learning/crash-course/ml-intro

• www.cs.toronto.edu/-fritz/absps/imagenet.pdf
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AM611OE: FUNDAMENTALS OF AI (Open Elective – I) 
 
B.Tech. III Year II Sem.                                                                                    L   T  P  C 
                                                                                                                     3   0  0   3 
Course Objective: 

 To learn the difference between optimal reasoning Vs human like reasoning 

 To understand the notions of state space representation, exhaustive search, heuristic search 
along with the time and space complexities 

 To learn different knowledge representation techniques 

 To understand the applications of AI namely, Game Playing, Theorem Proving, Expert 
Systems, Machine Learning and Natural Language Processing 

 
Course Outcomes: 

 Gain the knowledge of what is AI, risks and benefits of AI, limits of AI and the ethics involved 
in building an AI application. 

 Understand the nature of environments and the structure of agents. 

 Possess the ability to select a search algorithm for a problem and characterize its time and 
space complexities. 

 Possess the skill for representing knowledge using the appropriate technique 

 Gain an understanding of the applications of AI 
 
UNIT – I 
Foundations of AI: Introduction to AI, History of AI, Strong and Weak AI, The State of the Art, Risks 
and Benefits of AI 
Philosophy, Ethics and Safety of AI: The Limits of AI, Machine thinking capability, The Ethics of AI 
Intelligent Agents: Agents and Environments, Good Behavior: The Concept of Rationality, The Nature 
of Environments, The Structure of Agents. 
 
UNIT – II 
Solving Problems by Searching: Problem – Solving Agents 
Uninformed Search Strategies: Best-First Search, Breadth-First Search, Uniform-Cost Search, 
Depth-First Search, Iterative Deepening Search and Bidirectional Search 
Informed Search Strategies: Greedy Best-First Search, A* Search 
 
UNIT – III 
Logical Agents: Knowledge-based agents, Propositional Logic, Propositional Theorem Proving 
First-Order Logic: Syntax and Semantics of First-Order Logic 
Inference in First-Order Logic: Propositional Vs. First-Order Inference, Unification and First-Order 
Inference, Forward Chaining, Backward Chaining 
Knowledge Representation: Ontological Engineering, Categories and Objects, Events 
 
UNIT – IV 
Quantifying Uncertainty: Basic Probability Notation, Inference Using Full-Joint Distributions, 
Independence, Bayes’ Rule and its Use, Naive Bayes Models 
Probabilistic Reasoning: Representing Knowledge in an Uncertain Domain, The semantics of 
Bayesian Networks, Exact Inference in Bayesian Networks 
 
UNIT – V 
Learning from Examples: Forms of Learning, Supervised Learning, Learning Decision Trees, Model 
Selection, Linear Regression and Classification, Ensemble Learning 
Natural Language Processing: Language Models, Grammar, Parsing, Complications of Real Natural 
Language, Natural Language Tasks  
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Robotics: Robots, Robot Hardware, Kind of Problems solved, Application Domains 
Computer Vision: Simple Image Features, Using Computer Vision 
 
TEXT BOOKS: 

1. “Artificial Intelligence a Modern Approach”, Fourth Edition, Stuart J. Russell & Peter Norvig – 
Pearson. 

 
REFERENCE BOOKS:  

1. “Artificial Intelligence”, Elaine Rich, Kevin Knight & Shivashankar B Nair – McGraw Hill 
Education. 

2. Artificial Intelligence, 3rd Edn, E. Rich and K. Knight (TMH) 
3. Artificial Intelligence, 3rd Edn., Patrick Henny Winston, Pearson Education. 
4. Artificial Intelligence, Shivani Goel, Pearson Education.  
5. Artificial Intelligence and Expert systems – Patterson, Pearson Education 
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AM612OE: MACHINE LEARNING BASICS (Open Elective – I) 
 
B.Tech. III Year II Sem.                                                                                    L   T  P  C 
                                                                                                                     3   0  0   3 
Course Objectives:  

 To introduce students to the basic concepts and techniques of Machine Learning.  
 To have a thorough understanding of the Supervised and Unsupervised learning techniques  
 To study the various probability-based learning techniques  

 
Course Outcomes: 

 Distinguish between, supervised, unsupervised and semi-supervised learning  
 Understand algorithms for building classifiers applied on datasets of non-linearly separable 

classes 
 Understand the principles of evolutionary computing algorithms 
 Design an ensembler to increase the classification accuracy 

 
UNIT - I   
Learning – Types of Machine Learning – Supervised Learning – The Brain and the Neuron – Design a 
Learning System – Perspectives and Issues in Machine Learning – Concept Learning Task – Concept 
Learning as Search – Finding a Maximally Specific Hypothesis – Version Spaces and the Candidate 
Elimination Algorithm – Linear Discriminants: – Perceptron – Linear Separability – Linear Regression.  
 
UNIT - II   
Multi-layer Perceptron– Going Forwards – Going Backwards: Back Propagation Error – Multi-layer 
Perceptron in Practice – Examples of using the MLP – Overview – Deriving Back-Propagation  
 
UNIT - III  
Learning with Trees – Decision Trees – Constructing Decision Trees – Classification and Regression 
Trees – Ensemble Learning – Boosting – Bagging – Different ways to Combine Classifiers – Nearest 
Neighbor Methods – Unsupervised Learning – K means Algorithms  
 
UNIT - IV  
Support Vector Machines 
Evolutionary Learning – Genetic algorithms – Genetic Offspring: - Genetic Operators – Using Genetic 
Algorithms  
 
UNIT - V  
Reinforcement Learning – Overview – Getting Lost Example  
Markov Chain Monte Carlo Methods – Sampling – Proposal Distribution – Markov Chain Monte Carlo 
– Hidden Markov Models  
 
TEXT BOOKS:  

1. Stephen Marsland, ―Machine Learning – An Algorithmic Perspective, Second Edition, 
Chapman and Hall/CRC Machine Learning and Pattern Recognition Series, 2014.  

 
REFERENCE BOOKS: 

1. Tom M Mitchell, ―Machine Learning, First Edition, McGraw Hill Education, 2013. 
2. Peter Flach, ―Machine Learning: The Art and Science of Algorithms that Make Sense of Data‖, 

First Edition, Cambridge University Press, 2012. 
3. Jason Bell, ―Machine learning – Hands on for Developers and Technical Professionals‖, First 

Edition, Wiley, 2014  
4. Ethem Alpaydin, ―Introduction to Machine Learning 3e (Adaptive Computation and Machine 

Learning Series), Third Edition, MIT Press, 2014. 
  




